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Abstract

We consider a method for producing multivariate density forecasts that satisfy moment restrictions implied by economic theory, such as Euler conditions. The method starts from a base forecast that might not satisfy the theoretical restrictions and forces it to satisfy the moment conditions using exponential tilting. Although exponential tilting has been considered before in a Bayesian context (Robertson et al., 2005), our main contributions are: 1) to adapt the method to a classical inferential context with out-of-sample evaluation objectives and parameter estimation uncertainty; and 2) to formally discuss the conditions under which the method delivers improvements in forecast accuracy. An empirical illustration which incorporates Euler conditions into forecasts produced by Bayesian vector autoregressions shows that the improvements in accuracy can be sizable and significant.

1 Introduction

Economic theory often provides moment conditions which restrict the dynamic behavior of key macroeconomic variables, but which cannot be used directly to produce forecasts that are coherent with theory. An expectational Euler condition, for example, imposes a nonlinear restriction on the joint density of future consumption and real interest rates, conditional on current observables, and thus potentially provides valuable information for forecasting the future path of both variables. This paper considers a method for constructing multivariate density forecasts that are coherent with theory. The idea is to start from a base multivariate density forecast which does not necessarily satisfy the theoretical restrictions and then use exponential tilting to obtain a new density forecast that by construction satisfies the moment conditions. In practice,
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the method consists of an importance sampling procedure where draws from the base density forecasts are reweighted using weights obtained by numerical optimization. The computational cost of the procedure is low, only depending on the number of theoretical restrictions one wishes to incorporate.

Even though exponential tilting has been considered before in microeconometrics and Bayesian econometrics (in particular by Robertson et al., 2005), the contribution of this paper is to formalize the method in a classical inferential context with out-of-sample evaluation objectives, address the issue of parameter estimation uncertainty and present formal conditions under which the incorporation of theoretical restrictions leads to forecast accuracy gains. Our main result shows that a tilted density forecast which incorporates moment conditions that are true in population but may depend on consistently estimated parameters is more accurate than the base density forecast, provided that accuracy is measured by the logarithmic scoring rule of Amisano and Giacomini (2007). One practical implication of this result is the recommendation to separately estimate the parameters in the base density and the parameters in the moment condition.

The paper offers a way to incorporate economic theory into forecasting without resorting to estimation of full-fledged Dynamic Stochastic General Equilibrium (DSGE) models, and is part of a small literature which proposes hybrid approaches that combine elements of economic theory and reduced-form modelling. There are several reasons why a hybrid approach might be an appealing alternative to forecasting with fully specified theoretical models. First, a DSGE model in general does not directly provide a conditional density that can be used for forecasting, which means that one typically would end up forecasting with an approximated density (either from the linearized model or, less frequently, from higher order approximations or numerical solutions of the model). A few articles have investigated the forecast performance of linearized DSGE models compared to reduced-form models (e.g., Smets and Wouters, 2003; Edge, Kiley, and Laforte, 2010; Christoffel, Coenen, and Warne, 2010), but it remains to be seen whether the results are robust to different choices of DSGE priors, different time periods and different specifications for the reduced form model, to name a few. Second, the user has to take a stand on many aspects of the model for which theory provides no guidance, necessitating ad hoc modeling choices. Third, DSGE models are not capable of incorporating the rich data sets that have proved helpful in reduced-form forecasting of variables such as inflation and real output. Examples of "hybrid" approaches have been considered in the context of linearized DSGE models are Schorfheide, 2000, who proposes priors based on the DSGE model to perform Bayesian inference in the VAR model, and Del Negro and Schorfheide, 2004 and Carriero and Giacomini, 2011, who consider combinations of the DSGE and the VAR model. Even though the focus of these methods is on estimation, they could in principle be used for forecasting. The
method considered in this paper has several advantages over these existing hybrid approaches as it allows full flexibility in the choice of the base model, which can be driven by considerations about its empirical performance instead of the requirement that the base model contain the same variables as the DSGE model. Further, it does not require one to put equal faith in all of the restrictions embedded in a DSGE model, but to choose which restrictions to impose. Finally, the restrictions can be nonlinear, whereas the approaches mentioned above necessitate restricting attention to linearized models.

A noteworthy feature of the tilting procedure is that it yields a new multivariate forecast which has a known analytical form but in general is not a member of a known family of distributions (for example, even if the base density is a multivariate normal, the tilted density will not be normal in all but a few special cases). The fact that the method gives a density that is not in the same family as the original density forecast is a useful feature of the approach, as it allows one to understand the effects of imposing theoretical restrictions on the entire shape of the distribution, including the marginal densities and the dependence structure. To illustrate how the tilting method can modify the marginal density forecast and why this could result in accuracy improvements for the individual variables, we show in Figure 1 an actual example from our empirical application. The application considers as a base model a Bayesian VAR with 22 variables including real consumption ($C_t$), the real return on the Fama-French (1993) portfolio $R_t$ and real GDP, and incorporates the Euler condition $E_t \left[ \beta \left( \frac{C_{t+1}}{C_t} \right)^{-\alpha} R_{t+1} - 1 \right] = 0$, with $\beta = 0.999$ and $\alpha = 0.6$.

[Figure 1 about here]

The left panel of Figure 1 shows the effect of tilting at a particular point in time on the density forecast for $R_t$, a variable which is directly restricted by the Euler equation, whereas the right panel shows that the tilting also affects the density forecast for real GDP, which does not enter the Euler condition directly but is nonetheless indirectly modified by the procedure along with all other variables in the base model. The histograms represent the density forecasts implied by the base model and the dashed lines are the tilted density forecasts. The vertical lines are the realizations of the variables. In both cases the incorporation of the Euler equation restrictions modifies the shape of the density forecasts implied by the base model by making them left skewed and by shifting them towards the actual realizations of the variables, thus yielding more accurate point- and density forecasts for both variables. Even though the figure only illustrates the benefits of tilting for asset returns at one point in time, we show in Section 4 that this tends to be true on average.
2 Motivating example

This section shows a simple example where an analytical expression for the tilted density can be easily obtained, which provides some intuition for the method. Suppose that the true conditional density \( h_t(y_{t+1}) \) of the variable of interest \( Y_{t+1} \) is unknown apart from its conditional mean \( \mu_t \), which implies the moment condition:

\[
E_t [Y_{t+1} - \mu_t] = \int (y_{t+1} - \mu_t) h_t(y_{t+1}) dy_{t+1} = 0.
\]

Suppose that one has available a one-step-ahead density forecast \( f_t(y) \sim N(\hat{\mu}_t, 1) \), which does not necessarily satisfy the moment conditions in that \( \hat{\mu}_t \) may be different from \( \mu_t \). In order to obtain a new density forecast which by construction have the correct mean, the tilting procedure finds a new density forecast \( \tilde{f}_t(y) \) with mean \( \mu_t \) and which is closest to \( f_t(y) \) according to the Kullback-Leibler measure of divergence. The solution of this constrained optimization can be shown to be

\[
\tilde{f}_t(y) = f_t(y) \exp \left\{ \eta_t + \tau_t (y - \mu_t) \right\} = \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{1}{2} (y - \hat{\mu}_t)^2 + \eta_t + \tau_t (y - \mu_t) \right\}.
\]

In this simple case one can find analytical expressions for \( \eta_t \) and \( \tau_t \):

\[
\tau_t = \mu_t - \hat{\mu}_t \quad \eta_t = \frac{1}{2} (\mu_t - \hat{\mu}_t)^2,
\]

which shows that \( \eta_t \) and \( \tau_t \) are related to the degree of misspecification in the conditional mean of the initial forecast, with the limiting case \( \eta_t = \tau_t = 0 \) occurring when the initial density satisfies the moment conditions and thus no tilting is necessary. In this simple example of a mean restriction on a single variable the tilting simply recenters the density forecast at the theoretical mean. It also happens that the projected density (1) is a normal with mean \( \mu_t \) and variance 1, but the tilted density would no longer be normal as soon as one considers a different type of (e.g., nonlinear) moment condition or a non-normal initial density. In more realistic scenarios in which the initial density is multivariate the projection step will in general affect both the marginal densities and the dependence among the variables. For example, in the empirical application in Section 4 we show how to impose the restrictions implied by an Euler equation on a multivariate density forecast implied by a Bayesian VAR. Since the Euler equation imposes a nonlinear restriction on the joint density of consumption and interest rates, the projected density forecast will by construction reflect the nonlinear dependence structure implied by the Euler equation as well as its effects on the conditional density of each variable in the VAR.
Besides representing the integration constant, \( \eta_t \) can also be related to the "local relative Kullback Leibler information criterion" \( \Delta KLIC_t \) considered by Giacomini and Rossi (2010), which in this case measures the relative divergence of the base and the tilted densities from the true density. We will show in the next section that \( \Delta KLIC_t = E[\eta_t] \), which in our simple example (2) cannot be negative, implying that the tilted density is weakly closer to the true density than the base density. Our main result is to prove that this is true under more general conditions.

3 The tilting method

This section illustrates the exponential tilting method for producing multivariate density forecasts that satisfy theoretical moment conditions.

Suppose the objective at a given time \( t \) is to construct an \( h \)–step ahead density forecast for the \( n \times 1 \) random vector \( Y_{t+h} \), based on the information set \( \Omega_t \). This could represent a step in an out-of-sample evaluation procedure, in which case \( t \) is a point in the out-of-sample portion of the sample of size \( P \) and the tilting is thus implemented \( P \) times. We assume that the forecaster has available a base model that can be used to produce a density forecast \( f_{t,h}(\cdot) \). It is not necessary for the base forecast to have a closed-form analytical expression, but it must be possible to generate draws from it. Even though we don’t make it explicit for notational convenience, the base density forecast can depend on parameters estimated using in-sample data. Any estimation procedure and any of the three schemes usually employed in the literature are allowed: a fixed scheme (where all forecasts depend on the same in-sample parameters estimated using data dated 1 to \( R \), for some arbitrary \( R \)), a rolling scheme (where the time-\( t \) forecast depends on parameters estimated using the most recent \( R \) observations) or a recursive scheme (where the time-\( t \) forecast depends on parameters estimated using all observations in the sample up to time \( t \)).

We assume that the user wishes to incorporate into the forecast at time \( t \) a set of theoretical restrictions expressed as \( k \) moment conditions:

\[
E_t[g(Y_{t+h}, \theta_0)] = 0, \tag{3}
\]

which could for example be (a subset of) the equilibrium conditions from a structural economic model, such as Euler conditions. The subscript \( t \) indicates conditioning on the information set \( \Omega_t \). We allow for the possibility that the moment conditions only involve a subset of the components of \( Y_{t+h} \).

We start by considering the case in which \( \theta_0 \) is either known or calibrated (e.g., \( g(\cdot) \) are equilibrium conditions from a calibrated structural model). We then relax this assumption
and consider the situation in which the moment conditions depend on parameters estimated in-sample.

The starting point and motivation for the procedure is the acknowledgment that the base density forecast \( f_{t,h} \) does not necessarily satisfy the moment conditions (3), in the sense that \( \int g(y, \theta_0) f_{t,h}(y) dy \) may not be zero at time \( t \). The tilting procedure yields a new density forecast \( \tilde{f}_{t,h} \) which is the (unique) density which, out of all the densities that satisfy the moment conditions, is the closest to the base density \( f_{t,h} \) according to a Kullback-Leibler measure of divergence. The following proposition shows how to construct the tilted density forecast.

**Proposition 1.** If a solution \( \tilde{f}_{t,h}(y) \) to the constrained minimization

\[
\min_{h_{t,h} \in \mathcal{H}} \int \log \left( \frac{h_{t,h}(y)}{f_{t,h}(y)} \right) h_{t,h}(y) dy \\
\text{s.t.} \int g(y, \theta_0) h_{t,h}(y) dy = 0,
\]

exists, then it is unique and it is given by

\[
\tilde{f}_{t,h}(y) = f_{t,h}(y) \exp \left\{ \eta_{t,h}(\theta_0) + \tau_{t,h}(\theta_0) g(y, \theta_0) \right\},
\]

where \( \eta_{t,h}(\theta_0) \) and \( \tau_{t,h}(\theta_0) \) are given by

\[
\tau_{t,h}(\theta_0) = \arg \min_{\tau} \int f_{t,h}(y) \exp \left\{ \tau' g(y, \theta_0) \right\} dy
\]

and

\[
\eta_{t,h}(\theta_0) = \log \left\{ \int f_{t,h}(y) \exp \left\{ \tau_{t,h}(\theta_0) g(y, \theta_0) \right\} dy \right\}^{-1}.
\]

**Proof.** The optimization problem can be restated, after indexes are dropped, as

\[
\min_{h \in \mathcal{H}} \int \gamma \left( \frac{h(y)}{f(y)} \right) f(y) dy \\
\text{s.t.} \int g(y, \theta_0) h(y) dy = 0,
\]

where \( \gamma(u) = u \log u \), is a convex function. By convexity, we have that \( \gamma(u) \leq \gamma(v) + \gamma'(v)(u - v) \). Let \( h(y) \) be any feasible density. Feasible means that \( \int g(y, \theta_0) h(y) dy = 0 \). Then, when evaluated at \( u = h(y)/f(y) \) and \( v = \tilde{f}(y)/f(y) = \exp(\eta + \tau' g(y, \theta_0)) \), the inequality above can be rewritten as

\[
\gamma \left( \frac{h(x)}{f(x)} \right) \leq \gamma \left( \frac{\tilde{f}(x)}{f(x)} \right) + (\eta + \tau' g(x, \theta_0) + 1) \left( \frac{h(x)/f(x) - \tilde{f}(x)/f(x)}{h(x)/f(x)} \right).
\]

Integrating both sides with respect to \( f(x) \), and using the feasibility of \( h(x) \) and the optimality of \( \tilde{f}(x) \), we obtain

\[
\int \gamma \left( \frac{h(x)}{f(x)} \right) f(x) dx \leq \int \gamma \left( \frac{\tilde{f}(x)}{f(x)} \right) f(x) dx,
\]

from which the result follows.
The optimization problem described by (5) plays a basic role in the information-theoretic approach to statistics (see its origins in the information theoretic literature (Kullback, 1968; Jaynes, 1968; Csiszár, 1975)). It has also been studied in econometrics, where it has been applied to the problem of parameter estimation in moment condition models (Kitamura and Stutzer, 1997; Newey and Smith, 2004; Ragusa, 2011) and in other related settings (Golan et al., 1996; Golan, 2002, 2008; Maasoumi, 1993, 2007; Komunjer and Ragusa, 2009). Robertson et al. (2005) consider the procedure in a Bayesian setting.

The choice of the Kullback-Leibler measure of divergence is in principle not unique, and other measures of divergence could in principle be chosen. The two main reasons for choosing the Kullback-Leibler measure in our context are: 1) it provides a convenient analytical expression for the tilted density, 2) unlike other measures of distance, it has a direct counterpart in the logarithmic scoring rule, which is a common and well-studied measure for evaluating density forecasts (Amisano and Giacomini, 2007).

It is important to note that Proposition 1 does not give conditions for the existence of the density. More simply it says that, if a solution exists, it must be of the exponential form given in (6). In fact, giving conditions under which the solution to the constrained optimization exists is a nontrivial task. A sufficient condition for the existence of the projection density is given in Csiszár (1975) and it requires that the following hold

$$\sup_{\tau \in \mathcal{E}} \tau \exp \{ \tau' g(y, \theta_0) \} f_{t,h}(y) dy < \infty,$$

where $\mathcal{E} \subset \mathbb{R}^k$ is an open set containing 0. This condition, sometimes referred to as weak Cramér condition, can be interpreted as requiring that all exponential moments of $g$ are finite. Whether this condition is satisfied in practice depends both on the density $f_{t,h}$ and the function $g$.

The construction of the projected density at each step $t$ in practice can be carried out by numerically approximating the integrals in (7) and thus implementing the following steps:

1. Generate $D$ draws $\{y^d\}_{d=1}^D$ from the base density forecast $f_{t,h}(y)$
2. Numerically solve $\tau_{t,h} = \arg \min_{\tau} \frac{1}{D} \sum_{d=1}^D f_{t,h}(y^d) \exp \{ \tau' g(y^d, \theta_0) \}$
3. Obtain $\eta_{t,h}$ as $\eta_{t,h} = \log \left\{ \frac{1}{D} \sum_{d=1}^D f_{t,h}(y^d) \exp \left[ \tau_{t,h}' g(y^d, \theta_0) \right] \right\}^{-1}$.

3.1 Main result

In this section we provide a theoretical justification for the tilting procedure, which was missing in Robertson et al. (2005). Specifically, we ask whether and in what sense incorporating a moment restriction into an existing density forecast can give improvements in forecast accuracy. The main results are Propositions 2 and 3, which show that, when the moment condition is
true in population, incorporating it using the tilting method results in a weakly more accurate density forecast, when accuracy is measured by the logarithmic scoring rule (e.g., Amisano and Giacomini, 2007).

**Proposition 2.** Consider the logarithmic scoring rule for the $h$-step ahead density forecast $f_{t,h}$:

$$L(f_{t,h}, Y_{t+h}) = \log f_{t,h}(Y_{t+h}),$$

where $Y_{t+h}$ denotes the realization of the variable at time $t + h$. A density forecast $f_{t,h}$ is more accurate the larger the expected value of $L(f_{t,h}, Y_{t+h})$. If $E_t[g(Y_{t+h}, \theta_0)] = 0$ for all $t$, then

$$E \left[ L(\tilde{f}_{t,h}, Y_{t+h}) - L(f_{t,h}, Y_{t+h}) \right] \geq 0.$$

**Proof.** We have:

$$E \left[ L(\tilde{f}_{t,h}, Y_{t+h}) - L(\tilde{f}_{t,h}, Y_{t+h}) \right] = E \left[ \log f_{t,h}(Y_{t+h}) + \eta_{t,h} + \tau_{t,h} g(Y_{t+h}, \theta_0) - \log f_{t,h}(Y_{t+h}) \right]$$

$$= E[\eta_{t,h} + \tau_{t,h} g(Y_{t+h}, \theta_0)]$$

$$= \eta_{t,h},$$

where the last equality follows from the law of iterated expectations, the fact that $\eta_{t,h}$ and $\tau_{t,h}$ depend only on variables that are in the information set at time $t$ and from $E_t[g(Y_{t+h}, \theta_0)] = 0$.

We now show that $\eta_t \geq 0$. By the information inequality (e.g., Theorem 2.3 of White (1996)) we have that

$$\int \log \frac{\tilde{f}_{t,h}(y)}{f_{t,h}(y)} \eta_{t,h}(y) dy \geq 0,$$

with equality if and only if $f_{t,h} = \tilde{f}_{t,h}$, almost surely. Since $\tilde{f}_{t,h}(y) = \exp(\eta_{t,h} + \tau_{t,h} g(x, \theta_0)) f_{t,h}(y)$, we have that

$$0 \leq \int \log \frac{\tilde{f}_{t,h}(y)}{f_{t,h}(y)} \tilde{f}_{t,h}(y) dy = \int \log \exp(\eta_{t,h} + \tau_{t,h} g(x, \theta_0)) f_{t,h}(y) \tilde{f}_{t,h}(y) dy$$

$$= \int \log \exp(\eta_{t,h} + \tau_{t,h} g(x, \theta_0)) \tilde{f}_{t,h}(y) dy = \int \eta_{t,h} \tilde{f}_{t,h}(y) dy + \tau_{t,h} \int g(x, \theta_0) \tilde{f}_{t,h}(y) dy$$

$$= \eta_{t,h},$$

where, again, the last equality follows from the fact that $\tilde{f}_{t,h}(y)$ satisfies the moment conditions by construction. The result then follows from the law of iterated expectations. We have that

$$E \left[ L(\tilde{f}_{t,h}, Y_{t+h}) - L(\tilde{f}_{t,h}, Y_{t+h}) \right] = E \left[ E_t \left[ L(\tilde{f}_{t,h}, Y_{t+h}) - L(\tilde{f}_{t,h}, Y_{t+h}) \right] \right]$$

$$= E[\eta_{t,h}] \geq 0,$$

as required. □
Proposition 2 assumes knowledge of the true parameter vector $\theta_0$. The next result shows that, at least asymptotically, the tilted forecast is weakly more accurate than the base forecast when the parameter in the moment condition can be consistently estimated using past observations. Let $\hat{\theta}_t$ denote an estimator of $\theta_0$, based on $\Omega_t$, and let $\tilde{f}_{t,h}(Y_{t+h}, \hat{\theta}_t)$ denote the tilted density when the moment restriction is imposed with $\theta_0$ estimated by $\hat{\theta}_t$.

**Proposition 3.** Suppose that $\hat{\theta}_t \xrightarrow{p} \theta_0$ as $t \to \infty$, where $\theta_0 \in \Theta$, $\Theta$ a compact set; and (i) $\eta_{t,h}(\theta)$, $\tau_{t,h}(\theta)$, and $g(\cdot, \theta)$ are continuously differentiable over $\theta \in \Theta$ for all $t$; (ii) sup$_t E||\sup_{\theta \in \Theta} \partial \eta_{t,h}(\theta)/\partial \theta|| = O_p(1)$ and sup$_t E||\sup_{\theta \in \Theta} \partial(\tau_{t,h}(\theta)g(Y_{t+h}, \theta))/\partial \theta|| = O_p(1)$; (iii) sup$_t E\sup_{\theta \in \Theta} |\eta_{t,h}(\theta)|^2 < \infty$ and sup$_t E[\sup_{\theta \in \Theta} |\tau_{t,h}(\theta)g(Y_{t+h}, \theta)|^2] < \infty$. Then

$$\lim_{t \to \infty} E\left[ \log \frac{\tilde{f}_{t,h}(Y_{t+h}, \hat{\theta}_t)}{f_{t,h}(Y_{t+h})} \right] = \Delta \geq 0.$$

**Proof.** Notice that

$$\log \frac{\tilde{f}_{t,h}(Y_{t+h}, \hat{\theta}_t)}{f_{t,h}(Y_{t+h})} = \eta_{t,h}(\hat{\theta}_t) + \tau_{t,h}(\hat{\theta}_t)g(Y_{t+h}, \hat{\theta}_t).$$

Conditions (i), a mean value expansion around $\theta_0$, and the triangular inequality imply that we may write

$$|\eta_{t,h}(\hat{\theta}_t) + \tau_{t,h}(\hat{\theta}_t)g(Y_{t+h}, \hat{\theta}_t) - \eta_{t,h}(\theta_0) + \tau_{t,h}(\theta_0)g(Y_{t+h}, \theta_0)|$$

$$\leq |\partial \eta_{t,h}(\theta)/\partial \theta(\hat{\theta}_t - \theta_0) + \partial[\tau_{t,h}(\theta)g(Y_{t+h}, \theta)]/\partial \theta(\hat{\theta}_t - \theta_0)|,$$

where $\bar{\theta}$ is the mean value. Consistency of $\hat{\theta}_t$ and condition (ii) imply

$$|\eta_{t,h}(\hat{\theta}_t) + \tau_{t,h}(\hat{\theta}_t)g(Y_{t+h}, \hat{\theta}_t) - \eta_{t,h}(\theta_0) + \tau_{t,h}(\theta_0)g(Y_{t+h}, \theta_0)|$$

$$\leq \sup_{\theta \in \Theta} |\partial \eta_{t,h}(\theta)/\partial \theta| |\hat{\theta}_t - \theta_0| + \sup_{\theta \in \Theta} |\partial[\tau_{t,h}(\theta)g(Y_{t+h}, \theta)]/\partial \theta| |\hat{\theta}_t - \theta_0|$$

$$= O_P(1)o_p(1) + O_P(1)o_p(1)$$

$$= o_p(1),$$

which shows that

$$\log \left[ \frac{\tilde{f}_{t,h}(Y_{t+h}, \hat{\theta}_t)}{f_{t,h}(Y_{t+h})} \right] - \log \left[ \frac{\tilde{f}_{t,h}(Y_{t+h})}{f_{t,h}(Y_{t+h})} \right] \xrightarrow{p} 0.$$

Condition (iii) implies that $\eta_{t,h}(\hat{\theta}_t) + \tau_{t,h}(\hat{\theta}_t)g(Y_{t+h}, \hat{\theta}_t)$ is uniformly integrable. Then, convergence in probability can be turned into convergence in $L_1$, and the first result of the proposition obtains with

$$\Delta = E \log \left[ \frac{\tilde{f}_{t,h}(Y_{t+h})}{f_{t,h}(Y_{t+h})} \right].$$

Non-negativity of $\Delta$ follows from Proposition 2. \hfill \Box
Continuous differentiability of $\eta_{t,h}(\theta)$ and $\tau_{t,h}(\theta)$ can be shown to hold when additional smoothness conditions are imposed on the function $g$ (see Komunjer and Ragusa, 2009). Condition (ii) requires that these derivatives are bounded in probability; condition (iii) is needed in order to guarantee that $\log \frac{\tilde{f}_t(Y_{t+h}, \theta_0)}{\tilde{f}_t(Y_{t+h})}$ is uniformly integrable. These are high level assumptions and it is difficult to ascertain whether they hold in general situations. When the function $g$ is a linear function, these conditions hold since, as shown in Section 2, both $\eta_{t,h}$ and $\tau_{t,h}$ can be expressed as smooth functions of means. For general nonlinear functions $g$, obtaining a closed-form solution for $\eta_{t,h}$ and $\tau_{t,h}$ is not possible and thus the plausibility of the assumptions in Proposition 3 must be assessed on a case by case basis.

One implication of the result in Proposition 3 is the practical recommendation to separately estimate the parameters in the base density and the parameters in the moment condition. If one were to estimate $\tilde{f}$ directly by maximum likelihood, one would be estimating jointly the parameters in the base density $f_{t,h}$ and $\theta_0$, and there would be no guarantee that, in general, the maximum likelihood estimator of $\theta_0$ is consistent for $\theta_0$. If the moment condition is estimated separately, instead, one could simply verify the standard conditions for consistency of GMM estimators.

4 Empirical illustration: incorporating Euler equation restrictions into BVARs

In this section we show an application of the tilting method to macroeconomic forecasting using the US dataset described by Stock and Watson (2008). This dataset has been widely investigated, and a number of econometric methods have been shown to produce accurate forecasts, including forecast combinations, factor models and Bayesian VARs (BVARs). All of these methods tend to perform equally well in applications (e.g., Giacomini and White, 2006 and De Mol, Giannone, and Reichlin, 2008a), so we choose one method, a BVAR, as representing one of the best currently known methods for forecasting key macroeconomic variables in the Stock and Watson (2008) dataset. The goal of this application is to ask whether the already accurate but “atheoretical” forecasts based on the BVAR can be further improved by incorporating the economic restrictions embedded in an Euler equation. The specific BVAR we consider is based on Bańbura et al. (2009) to which we refer the reader for the details.

Let $Y_t$ be a vector containing the 22 variables listed in Table 1 and let

$$Y = XB + U,$$

where $Y = (Y_1, \ldots, Y_T)'$, $X = (X_1, \ldots, X_T)'$ with $X_t = (1, Y_{t-1}', \ldots, Y_{t-p}')'$, $B = (C, B_1, \ldots, B_p)'$, $\eta_t(\theta)$ and $\tau_t(\theta)$ can be shown to hold when additional smoothness conditions are imposed on the function $g$ (see Komunjer and Ragusa, 2009). Condition (ii) requires that these derivatives are bounded in probability; condition (iii) is needed in order to guarantee that $\log \frac{\tilde{f}_t(Y_{t+h}, \theta_0)}{\tilde{f}_t(Y_{t+h})}$ is uniformly integrable. These are high level assumptions and it is difficult to ascertain whether they hold in general situations. When the function $g$ is a linear function, these conditions hold since, as shown in Section 2, both $\eta_{t,h}$ and $\tau_{t,h}$ can be expressed as smooth functions of means. For general nonlinear functions $g$, obtaining a closed-form solution for $\eta_{t,h}$ and $\tau_{t,h}$ is not possible and thus the plausibility of the assumptions in Proposition 3 must be assessed on a case by case basis.

One implication of the result in Proposition 3 is the practical recommendation to separately estimate the parameters in the base density and the parameters in the moment condition. If one were to estimate $\tilde{f}$ directly by maximum likelihood, one would be estimating jointly the parameters in the base density $f_{t,h}$ and $\theta_0$, and there would be no guarantee that, in general, the maximum likelihood estimator of $\theta_0$ is consistent for $\theta_0$. If the moment condition is estimated separately, instead, one could simply verify the standard conditions for consistency of GMM estimators.

4 Empirical illustration: incorporating Euler equation restrictions into BVARs

In this section we show an application of the tilting method to macroeconomic forecasting using the US dataset described by Stock and Watson (2008). This dataset has been widely investigated, and a number of econometric methods have been shown to produce accurate forecasts, including forecast combinations, factor models and Bayesian VARs (BVARs). All of these methods tend to perform equally well in applications (e.g., Giacomini and White, 2006 and De Mol, Giannone, and Reichlin, 2008a), so we choose one method, a BVAR, as representing one of the best currently known methods for forecasting key macroeconomic variables in the Stock and Watson (2008) dataset. The goal of this application is to ask whether the already accurate but “atheoretical” forecasts based on the BVAR can be further improved by incorporating the economic restrictions embedded in an Euler equation. The specific BVAR we consider is based on Bańbura et al. (2009) to which we refer the reader for the details.

Let $Y_t$ be a vector containing the 22 variables listed in Table 1 and let

$$Y = XB + U,$$

where $Y = (Y_1, \ldots, Y_T)'$, $X = (X_1, \ldots, X_T)'$ with $X_t = (1, Y_{t-1}', \ldots, Y_{t-p}')'$, $B = (C, B_1, \ldots, B_p)'$, $\eta_t(\theta)$ and $\tau_t(\theta)$ can be shown to hold when additional smoothness conditions are imposed on the function $g$ (see Komunjer and Ragusa, 2009). Condition (ii) requires that these derivatives are bounded in probability; condition (iii) is needed in order to guarantee that $\log \frac{\tilde{f}_t(Y_{t+h}, \theta_0)}{\tilde{f}_t(Y_{t+h})}$ is uniformly integrable. These are high level assumptions and it is difficult to ascertain whether they hold in general situations. When the function $g$ is a linear function, these conditions hold since, as shown in Section 2, both $\eta_{t,h}$ and $\tau_{t,h}$ can be expressed as smooth functions of means. For general nonlinear functions $g$, obtaining a closed-form solution for $\eta_{t,h}$ and $\tau_{t,h}$ is not possible and thus the plausibility of the assumptions in Proposition 3 must be assessed on a case by case basis.

One implication of the result in Proposition 3 is the practical recommendation to separately estimate the parameters in the base density and the parameters in the moment condition. If one were to estimate $\tilde{f}$ directly by maximum likelihood, one would be estimating jointly the parameters in the base density $f_{t,h}$ and $\theta_0$, and there would be no guarantee that, in general, the maximum likelihood estimator of $\theta_0$ is consistent for $\theta_0$. If the moment condition is estimated separately, instead, one could simply verify the standard conditions for consistency of GMM estimators.

4 Empirical illustration: incorporating Euler equation restrictions into BVARs

In this section we show an application of the tilting method to macroeconomic forecasting using the US dataset described by Stock and Watson (2008). This dataset has been widely investigated, and a number of econometric methods have been shown to produce accurate forecasts, including forecast combinations, factor models and Bayesian VARs (BVARs). All of these methods tend to perform equally well in applications (e.g., Giacomini and White, 2006 and De Mol, Giannone, and Reichlin, 2008a), so we choose one method, a BVAR, as representing one of the best currently known methods for forecasting key macroeconomic variables in the Stock and Watson (2008) dataset. The goal of this application is to ask whether the already accurate but “atheoretical” forecasts based on the BVAR can be further improved by incorporating the economic restrictions embedded in an Euler equation. The specific BVAR we consider is based on Bańbura et al. (2009) to which we refer the reader for the details.

Let $Y_t$ be a vector containing the 22 variables listed in Table 1 and let

$$Y = XB + U,$$
$U = (u_1, \ldots, u_T)'$. The matrix $B$ contains all autoregressive coefficients and constants. The elements of $U$ are mean zero Gaussian with variance $E[u_t u'_t] = \Sigma$.

We consider the following prior

$$
vec(B)|\Sigma \sim N(vec(B_0), \Sigma \otimes \Omega_0), \quad \text{and} \quad \Sigma \sim iW(\Sigma_0, \alpha_0),
$$

where the prior parameters $B_0$, $\Omega_0$, $\Sigma_0$, and $\alpha_0$ are chosen so that the VAR is centered around a random walk with drift:

$$
E[(B_k)_{ij}] = \begin{cases} 
1 & j = i, k = 1 \\
0, & \text{otherwise}
\end{cases}, \quad \text{Var}[(B_k)_{ij}] = \begin{cases} 
\lambda^2_k, & j = i \\
\lambda^2_k \sigma^2_i / \sigma^2_j, & \text{otherwise},
\end{cases}
$$

and the prior on $C$ is centered at zero with a diffuse variance. As is common in the BVAR literature, the scale parameter $\sigma_i$ is set equal to the residual standard error of a $p$-lag univariate autoregression for the variable $Y_{it}$. Due to the conjugate nature of the prior, the posterior distribution of $B$ (conditional on $\Sigma$) is normal and the posterior of $\Sigma$ is inverted Wishart.

The hyperparameter $\lambda$ controls the overall tightness of the prior. As $\lambda \to 0$, the prior becomes tighter around the random walk with drift and when $\lambda \to \infty$ the prior becomes loose and the posteriors coincide with the distributions of the classical linear model. The amount of shrinkage should depend on the size of the VAR: larger VARs should correspond to smaller values of $\lambda$ to avoid over-fitting (De Mol et al., 2008b).

Bańbura et al. (2009) show that, when applied to the macroeconomic dataset we consider in this section, the forecasting performances of the BVAR can be improved by imposing a prior on a linear combination of the VAR coefficient as initially proposed by Doan et al. (1984). This additional prior restricts $\Pi = (I_m - B_1 - \ldots - B_m)$ to zero and can be thought of as “inexact differencing”. This prior, first proposed by Doan et al. (1984), can be easily implemented using Theil’s mixed estimation device by adding a set of “dummy” observations to the data.

To apply our method, we need to be able to draw from $h-$step ahead density forecast implied by the BVAR. For the one-step ahead forecast the density forecast is a multivariate $T$ and thus it is easy to simulate from it. For longer horizons, draws from the predictive density are obtained by simulation. Let $\{y_{t+h}^{(d)}\}_{d=1}^D$ be $D$ draws from the predictive distribution of $Y_{t+h}$. The BVAR point forecasts we consider are the expected values of the predictive distribution

$$
E_{f}Y_{t+h} = \int y_{t+h,f} f_{t+h}(y) dy,
$$

which are approximated by averaging the predictive draws:

$$
\hat{Y}_{t+h} = \frac{1}{D} \sum_{d=1}^D y_{t+h}^{(d)}.
$$
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The theoretical moment restriction that we seek to incorporate into the BVAR density forecasts is the Euler equation:

\[
E_t \left[ \beta \frac{C_{t+1}}{C_t} R_{j,t+1} - 1 \right] = 0, \quad j = 1, \ldots, J,
\]

which for the \(h\)-step forecast horizon implies

\[
E_t \left[ \beta \frac{C_{t+h}}{C_{t+h-1}} R_{j,t+h} - 1 \right] = 0, \quad j = 1, \ldots, J.
\]

where \(C_t\) is real consumption, \(\beta \in (0, 1)\) is a discount factor, \(\gamma\) is the elasticity of inter-temporal substitution, and \(R_{j,t+1}\) is any traded asset real return indexed by \(j\). Equation (14) arises from the assumption that a representative agent with preferences of the constant relative risk aversion type chooses consumption by solving

\[
\max_{\{C_t\}} E_t \sum_{s=0}^{\infty} \beta^s \left( \frac{C_{t+s}^{1-\gamma}}{1-\gamma} \right),
\]

subject to a budget constraint

\[
W_{t+1} = \sum_{j=1}^{J} R_{j,t+1} B_{j,t}, \quad W_t - C_t = \sum_{j=1}^{J} B_{j,t}
\]

where \(W_t\) is the stock of wealth and \(B_{j,t}\) is the amount of aggregate wealth devoted to asset \(j\) at time \(t\) (Cf. Hansen and Singleton, 1982).

In the empirical application, the measure of consumption we use is non-durables plus services. The quarterly, seasonally adjusted observations on aggregate real consumption of non-durables and services are from the Bureau of Economic Analysis. The measure of consumption is paired with two sets of stock returns: (a) the returns on all stocks of the S&P 500 index and (b) the returns on one of the six Fama-French (1993) portfolios sorted by size and book-to-market equity. In particular, we use the portfolio formed by stocks of small market equity firms with high book value relative to market equity. Both returns are deflated by using the price index of non-durable and service consumption.

We impose the Euler equation restrictions on the BVAR predictive density interpreting (14) as a restriction on the levels of consumption. In this case, equation (14) is a restriction on the joint density of \(Y_{t+h} = (C_{t+h}, R_{t+h})\) and \(Y_{t+h-1} = (C_{t+h-1}, R_{t+h-1})\) which is the output of the Gibbs sampler when the out-of-sample forecasts are obtained recursively. To construct the tilted density forecast at time \(t\), we first obtain the tilted joint density as

\[
\tilde{f}(y_{t+h}, y_{t+h-1}) = f(y_{t+h}, y_{t+h-1}) \exp(\eta_t + \tau_t g(y_{t+h}, y_{t+h-1})),
\]

(15)
where
\[ g(Y_{t+h}, Y_{t+h-1}) = \beta \left( \frac{C_{t+h}}{C_{t+h-1}} \right)^{-\alpha} R_{j,t+h} - 1, \] (16)
and \((\eta_t, \tau'_t)\) are constructed by drawing \(\{y^d_{t+h}, y^d_{t+h-1}\}_{d=1}^D\) from \(f(y_{t+h}, y_{t+h-1})\) and solving
\[
\arg\min_{(\eta, \tau')} \sum_{d=1}^D \exp(\eta + \tau' g(y^h_{t+h}, y^h_{t+h-1})).
\] (17)
The \(h\)-step ahead point forecast at time \(t\) based on the tilted density is then given by
\[
E_t \tilde{Y}_{t+h} = \int y_{t+h} f((y_{t+h}, y_{t+h-1})dy_{t+h}dy_{t+h-1},
\] (18)
which can be approximated by
\[
\hat{Y}_{t+h}^* = \sum_{d=1}^D w_{th} y^d_{t+h},
\] (19)
with
\[
w_{th} = \exp(\eta_t + \tau_t' g(y^d_{t+h}, y^d_{t+h-1}))/D.
\]
The next section reports the results of an out-of-sample exercise comparing the performance of the BVAR to that of the tilted BVAR that incorporates the Euler equation restrictions. The exercise compares the point forecast accuracy of the two models in terms of the mean square forecast error (MSFE) of the point forecast \(\tilde{Y}_{t+h}\) over an out-of-sample period including data from period \(R\) to period \(T\):
\[
MSFE = \frac{1}{T - R - h} \sum_{t=R}^{T-h} \left[ (Y_{t+h} - \tilde{Y}_{t+h})^2 \right] ,
\] (20)
and the density forecast accuracy in terms of the average logarithmic scoring rule of the density forecast \(f_t\):
\[
\frac{1}{T - R - h} \sum_{t=R}^{T-h} \log f_t(Y_{t+h})
\] (21)
We stress here that our theoretical results on the tilted forecasts concern the logarithmic scoring rule but are silent about the effect that our procedures has on the MSFE and other measures of point-forecast accuracy.

4.1 Results
Similarly to Giannone et al. (2010), we consider a subset of Stock and Watson’s (2008) dataset which originally contained 149 U.S. quarterly variables covering a broad range of categories including income, industrial production, capacity, employment and unemployment, consumer prices, producer prices, wages, housing starts, inventories and orders, stock prices, interest rates...
for different maturities, exchange rates, and money aggregates. The time span is from the first quarter of 1959 through the first quarter of 2009.

We present results for a BVAR model with $p = 5$ lags and contains 22 variables. The variables are similar to those used by Banbura et al. (2010) in their “medium” model. The differences are due to the fact that we have to add the variables necessary to evaluate the Euler condition. We report forecasting results for the following variables: real Gross Domestic Product, Federal Fund Rate, non-durables plus services consumption, price index of non-durables plus services, S&P 500 price index (SP500), and returns on the Fama-French portfolio (FFP). The model also includes variables on investment, hours worked, wages and other labor market, financial and monetary indicators. The full list of variables is given in Table 1.

[Table 1 about here]

The hyperparameter $\lambda$ that regulates the amount of shrinkage is chosen to maximize the performance of the BVAR. We produce out-of-sample forecasts from BVARs that use different $\lambda$ and we pick the value of $\lambda$ that gives the best forecasting accuracy in terms of average MSFE for three of the key six variable. We use this procedure consistently with our goal of verifying whether adding the theoretical restrictions improves the performance of a BVAR with already good forecasting accuracy.\(^1\)

The BVAR model is estimated in an out-of-sample fashion using a rolling window of length $R = 80$ and for forecast horizons $h = \{1, 2, 3, 4, 5, 6, 7, 8\}$. The predictive densities are evaluated for $t = R, \ldots, T$, where $R$ is 1979:Q2. The procedure yields a total of $T - R - h = 114$ BVAR forecast densities $f_{t,h}(y)$.

We then construct the tilted density forecasts that incorporate the Euler equation (14). The value of $\beta$ is fixed across all simulation to $\beta = 0.999$. This value if consistent with estimates found in the literature (cf. Hansen and Singleton, 1982; Ludvigson, 2011). For the value of the elasticity of intertemporal substitution we follow two approaches. In the first, $\alpha$ is kept fixed. In the second approach, at each $t = R, \ldots, T - h$, we estimate the parameter $\alpha$ using the same data on which the BVAR is estimated.

When following the first approach, instead of choosing a unique value for $\alpha$, we consider a grid of values:

$$\alpha = \{0.1, 0.6, 1.1, 1.62, 1.2, 2.6, 3.1, 3.6, 4.1, 4.6\}.$$  

The grid is chosen in such a way to contain values that are deemed theoretically reasonable (Cf. Mehra and Prescott, 1985) and to be consistent with those obtained by estimating $\alpha$ on

\(^1\)Experimentation with different values of $\lambda$ shows that when the BVAR has poorer predictive ability the effect of imposing the theoretical restrictions is larger.
a rolling window scheme having the same length of the one used for the out-of-sample exercise. Figure 2 plots the rolling estimates of $\alpha$ when (14) uses the returns on the S&P 500 (left panel) or the returns on the Fama-French portfolio (right panel). The graphs also report the full sample estimates which are in both case very close to 0.6. The rolling estimates behave instead very differently: the estimates based on the S&P 500 go from negative values to positive and large values; the ones based on the Fama-French portfolio are instead closer to the full sample estimate. The estimates are obtained by (exactly identified) GMM and the point-wise 95% confidence intervals shown in Figure 2 are based on the normal asymptotic approximation of the sampling distribution of estimator. The asymptotic variance is estimated by using the inverse of the Hessian of the GMM objective functions.

To give a sense of the gains in forecast performance that one could expect, it is useful to ask whether the density forecasts implied by the BVAR already satisfy the moment conditions, in which case the scope for improvement when using our method would be minimal. For this purpose, Figure 2 reports the Euler equation errors implied by the BVAR and computed as

$$\frac{1}{D} \sum_{d=1}^{D} g(y_{t+h}^d, y_{t+h-1}^d),$$

where $g(\cdot)$ is as defined in (16) for $\beta = 0.999$, $\alpha = 0.6$ and $(y_{t+h}^d, y_{t+h-1}^d)$ are draws from the predictive density of the BVAR. The dotted lines represent the associated 95% predictive interval. Figure 3 confirms that there are periods in which the densities implied by the BVAR do not satisfy the Euler equation. In the next sections we investigate whether the extent to which the BVAR densities fail to satisfy the theoretical restrictions is sufficient to induce significant improvements in forecasting performance when forecasting with tilted densities that are coherent with an Euler condition.

4.1.1 Point forecast performance

Table 2 and Table 3 report the MSFE ratios of the point forecasts implied by the BVAR and its tilted version when the return is based on the S&P 500 and the Fama French portfolio, respectively. An entry smaller than one indicates that the tilted forecasts are more accurate. Entries marked with an asterisk signal rejection at the 5% significance level of the null hypothesis of equal MSFE according to the Giacomini and White (2006) test. The tables show both the results when $\alpha$ is calibrated and the case in which $\alpha$ is recursively estimated using in-sample data.
From Table 2 we see that the incorporation of the Euler restrictions in the vast majority of cases results in an improvement in accuracy, but the improvement is only statistically significant for the forecasts of the returns on the S&P 500, for which the accuracy gains are relatively sizable. The results in Table 3 show a similar patterns: there are generally gains from imposing the Euler condition, but the gains are not significant except in the case of the returns on the Fama-French portfolio. In both cases, the improvement in MSFE are similar to those we obtain when $\alpha$ is calibrated. The results in Tables 1 and 2 are robust to a number of different choices for the Euler equation parameter $\beta$.

To gain some insight into how and why the projection step results in more accurate forecasts, we focus on the one-step-ahead forecast of the return of the Fama-French portfolio, which is the case in which we observed the largest gains from imposing the Euler equation restrictions. To understand whether the superior performance is due to a few isolated episodes as opposed to being observed consistently throughout the sample, Figure 4 plots the difference in absolute forecast errors for the BVAR and the tilted BVAR.

The figure shows that the tilted BVAR is more accurate than the BVAR in the vast majority of the sample, and the magnitude of the improvement appears to be particularly large during recessions.

### 4.1.2 Density forecast performance

Here we consider the multivariate density forecast as a whole and evaluate the relative performance of the density forecast implied by the BVAR relative to that of the tilted BVAR. Tables 4 and 5 report the relative accuracy of the two forecasts for different forecast horizons and choices of the Euler equation parameter $\alpha$. As we can see from these tables, there are large improvements in the density forecast accuracy of the model as a whole when imposing the Euler condition, as indicated by values of the Amisano and Giacomini (2007) test statistic which are generally all significant.

### 5 Conclusion

Economic theory often implies restrictions on the joint distribution of variables that are expressed as (nonlinear) moment conditions, such as Euler equations, which do not generally provide
conditional densities that can be used for forecasting. On the other hand, there are several methods in the literature that have been shown to provide accurate forecasts, but they are usually based on atheoretical econometric models that do not satisfy the theory-based restrictions. We bridge this gap by proposing a method that takes as the starting point a density forecast, such as an accurate forecast implied by an econometric model, and modifies it in a way that ensures that the new density forecast satisfies the theoretical restrictions. The incorporation of the theoretical restrictions is achieved by an exponential tilting method which involves solving a relatively simple numerical optimization problem, whose complexity grows with the number of restrictions one wishes to impose.

We illustrate our method with an application to the Stock and Watson (2008) dataset and show that imposing the restrictions implied by a simple Euler condition can improve the point- and density forecast performance of a Bayesian VAR - currently known as one of the best methods for forecasting a number of key macroeconomic variables.
<table>
<thead>
<tr>
<th>Mnemonic</th>
<th>Description</th>
<th>Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP251</td>
<td>Real GDP, quantity index</td>
<td>log</td>
</tr>
<tr>
<td>FYFF</td>
<td>Interest rate: federal funds (pct per annum)</td>
<td>level</td>
</tr>
<tr>
<td>PCEPI</td>
<td>Consumption price index non-durables plus services</td>
<td>log</td>
</tr>
<tr>
<td>RPCNDSV</td>
<td>Real consumption non-durables plus services</td>
<td>log</td>
</tr>
<tr>
<td>FFP</td>
<td>Return on fama french portfolio</td>
<td>level</td>
</tr>
<tr>
<td>FSPCOM</td>
<td>S&amp;P 500 index</td>
<td>log</td>
</tr>
<tr>
<td>CPIAUCSL</td>
<td>Consumer Price Index All Items</td>
<td>log</td>
</tr>
<tr>
<td>PCEPILFE</td>
<td>Real spot market price index: all commodities</td>
<td>log</td>
</tr>
<tr>
<td>FMRRA</td>
<td>Depository inst reserves: nonborrowed (mil USD)</td>
<td>log</td>
</tr>
<tr>
<td>FMFBA</td>
<td>Depository inst reserves: total (mil USD)</td>
<td>log</td>
</tr>
<tr>
<td>FSDJ</td>
<td>Money stock: M1 (bil USD)</td>
<td>log</td>
</tr>
<tr>
<td>MZMSL</td>
<td>Money stock: M2 (bil USD)</td>
<td>log</td>
</tr>
<tr>
<td>IPS10</td>
<td>Industrial production index: total</td>
<td>log</td>
</tr>
<tr>
<td>LBOUT</td>
<td>Capacity utilization: manufacturing (SIC)</td>
<td>log</td>
</tr>
<tr>
<td>HSBR</td>
<td>Housing starts: Total (thousands)</td>
<td>log</td>
</tr>
<tr>
<td>LBMNU</td>
<td>Employees, nonfarm: total private</td>
<td>log</td>
</tr>
<tr>
<td>GDP288A</td>
<td>Real avg hrly earnings, non-farm prod. workers</td>
<td>log</td>
</tr>
<tr>
<td>LHNAG</td>
<td>Unemp. rate: All workers, 16 and over (%)</td>
<td>log</td>
</tr>
<tr>
<td>FYGM3</td>
<td>Interest rate: US T-bills, sec mkt, 3-month</td>
<td>level</td>
</tr>
<tr>
<td>FYGT5</td>
<td>Interest rate: US treasury const. mat., 5-yr</td>
<td>level</td>
</tr>
<tr>
<td>FYGT10</td>
<td>Interest rate: US treasury const. mat., 10-yr</td>
<td>level</td>
</tr>
<tr>
<td>sFYBAAC</td>
<td>US effective exchange rate: index number</td>
<td>level</td>
</tr>
</tbody>
</table>

Table 1: Description of the variables entering the Bayesian VAR.
Figure 1: The figure shows two out-of-sample density forecasts for the real GDP and for the return on a Fama-French portfolio at one particular point in time (1988:Q1): the histogram is the one-step-ahead density forecast implied by a BVAR with 22 variables which include real GDP, non-durables and services real consumption, the federal funds rate and the return on the Fama-French portfolio. In each graph, the dashed line is the projected density forecast that incorporates the Euler equation; the solid vertical line is the realization of the variable.
Figure 2: Rolling (darker continuous line) and full sample estimates (lighter continuous line) of the parameter $\alpha$. The parameter is estimated using a rolling window of length $R = 80$ starting from the period 1959:1. Dotted lines represent the 95% (point-wise) confidence interval. The results plotted in the Left panel use the S&P 500 composite index. The ones plotted on the right panel use the Fama-French portfolio.
Figure 3: Euler equation error for forecast horizons \( h = 1, 4, \) and 8. Each panel plots the Euler equation (\( \beta = .999, \) and \( \alpha = 0.6 \)) error under the approximated density implied by the medium BVAR. The top panel plots the Euler equation that uses the S&P 500 composite index, the bottom panel the one that uses the Fama-French portfolio. The lighter lines are the 95% predictive bands.
Figure 4: Absolute forecasting one-step-ahead error of the return on the Fama-French portfolio. The black line is the difference between the absolute forecasting error of the BVAR and the absolute forecasting error of the Euler-projected forecast with parameters $\beta = .999$ and $\alpha = 0.6$. 
Table 2: Point forecast performance: S&P returns. Each entry consists of the ratio between the actual outcome and the forecasted value. The table includes performance metrics for the RGDP model with Lütkepohl and Reimers (1992) estimator, Euler equation parameters, PCEPI, and Cons. with the S&P 500 index. Entries marked with an asterisk indicate that the difference in MSFE is significant at the 5% level according to the Giacomini and White (2006) test.
Table 3: Point forecast performance: Fama-French returns. Each entry consists of the ratio between the medium MSFE of the BVAR and the Euler-projected version when the returns are those from the Fama French portfolio. Entries marked with an asterisk indicate that the difference in MSFE is significant at the 5% level according to the Giacomini and White (2006) test.
Table 4: Density forecast performance: Fama-French portfolio. Entries are the average logarithmic scoring rule (e.g., Amisano and Giacomini, 2007). Positive (negative) values indicate that the projected density forecast is more accurate (less accurate) than the BVAR forecasts. Values in parenthesis are heteroskedasticity- and autocorrelation-consistent (HAC) standard errors.
Euler equation parameter

<table>
<thead>
<tr>
<th></th>
<th>0.1</th>
<th>0.6</th>
<th>1.1</th>
<th>1.6</th>
<th>2.1</th>
<th>2.6</th>
<th>3.1</th>
<th>3.6</th>
<th>4.1</th>
<th>4.6</th>
<th>̂α_s</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=1</td>
<td>-0.024</td>
<td>0.005</td>
<td>0.032</td>
<td>0.055</td>
<td>0.074</td>
<td>0.089</td>
<td>0.087</td>
<td>0.092</td>
<td>0.103</td>
<td>0.087</td>
<td>-0.073</td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.08)</td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.06)</td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td></td>
</tr>
<tr>
<td>h=2</td>
<td>0.065</td>
<td>0.090</td>
<td>0.112</td>
<td>0.131</td>
<td>0.103</td>
<td>0.156</td>
<td>0.123</td>
<td>0.126</td>
<td>0.159</td>
<td>0.150</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.08)</td>
<td>(0.07)</td>
<td>(0.08)</td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.09)</td>
<td>(0.09)</td>
<td>(0.09)</td>
</tr>
<tr>
<td>h=3</td>
<td>0.134</td>
<td>0.155</td>
<td>0.173</td>
<td>0.187</td>
<td>0.197</td>
<td>0.203</td>
<td>0.205</td>
<td>0.202</td>
<td>0.194</td>
<td>0.181</td>
<td>0.103</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.11)</td>
<td>(0.10)</td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.09)</td>
<td>(0.09)</td>
<td>(0.09)</td>
<td>(0.10)</td>
<td>(0.10)</td>
<td>(0.11)</td>
</tr>
<tr>
<td>h=4</td>
<td>0.151</td>
<td>0.166</td>
<td>0.178</td>
<td>0.187</td>
<td>0.192</td>
<td>0.193</td>
<td>0.190</td>
<td>0.183</td>
<td>0.171</td>
<td>0.155</td>
<td>0.117</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.11)</td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.09)</td>
<td>(0.09)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>h=5</td>
<td>0.180</td>
<td>0.194</td>
<td>0.204</td>
<td>0.212</td>
<td>0.216</td>
<td>0.216</td>
<td>0.213</td>
<td>0.206</td>
<td>0.194</td>
<td>0.178</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.12)</td>
<td>(0.10)</td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.09)</td>
<td>(0.09)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>h=6</td>
<td>0.172</td>
<td>0.181</td>
<td>0.187</td>
<td>0.190</td>
<td>0.190</td>
<td>0.187</td>
<td>0.181</td>
<td>0.171</td>
<td>0.158</td>
<td>0.141</td>
<td>0.145</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.12)</td>
<td>(0.11)</td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.09)</td>
</tr>
<tr>
<td>h=7</td>
<td>0.209</td>
<td>0.208</td>
<td>0.204</td>
<td>0.198</td>
<td>0.188</td>
<td>0.175</td>
<td>0.159</td>
<td>0.139</td>
<td>0.116</td>
<td>0.090</td>
<td>0.158</td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.14)</td>
<td>(0.13)</td>
<td>(0.11)</td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.09)</td>
</tr>
<tr>
<td>h=8</td>
<td>0.172</td>
<td>0.167</td>
<td>0.160</td>
<td>0.150</td>
<td>0.137</td>
<td>0.121</td>
<td>0.102</td>
<td>0.081</td>
<td>0.057</td>
<td>0.030</td>
<td>0.110</td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.15)</td>
<td>(0.13)</td>
<td>(0.12)</td>
<td>(0.10)</td>
<td>(0.09)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.09)</td>
</tr>
</tbody>
</table>

Table 5: Density forecast performance: S&P 500 composite index. Entries are the average logarithmic scoring rule (e.g., Amisano and Giacomini, 2007). Positive (negative) values indicate that the projected density forecast is more accurate (less accurate) than the BVAR forecasts. Values in parenthesis are heteroskedasticity- and autocorrelation-consistent (HAC) standard errors.
References

Bańbura, M., D. Giannone, and L. Reichlin (2009): “Large Bayesian vector auto regres-

Banbura, M., D. Giannone, and L. Reichlin (2010): “Large Bayesian vector auto regres-

Carriero, A. and R. Giacomini (2011): “How useful are no-arbitrage restrictions for fore-
casting the term structure of interest rates?” *Journal of Econometrics*.


of predictors: Is Bayesian regression a valid alternative to principal components?” *Journal of Econometrics*, 146, 318.

——— (2008b): “Forecasting using a large number of predictors: Is Bayesian shrinkage a valid
alternative to principal components?” *Journal of Econometrics*, 146, 318–328.


realistic prior distributions,” *Econometric Reviews*, 3, 1–100.

federal reserve staff forecasts, simple reduced-form models, and a DSGE model,” *Journal of


sions,” Tech. rep., mimeo.


