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Abstract

We develop a general framework for analyzing the usefulness of imposing parameter restrictions on a forecasting model. We propose a measure of the usefulness of the restrictions that depends on the forecaster’s loss function and that could be time varying. We show how to conduct inference about such measure. The application of our methodology to analyzing the usefulness of no-arbitrage restrictions for forecasting the term structure of interest rates reveals that: 1) the restrictions have become less useful over time; 2) using a statistical measure of accuracy, the restrictions are a useful way to reduce parameter estimation uncertainty, but are dominated by restrictions that do the same without using any theory; 3) using an economic measure of accuracy, the no-arbitrage restrictions are no longer dominated by atheoretical restrictions, but for this to be true it is important that the restrictions incorporate a time-varying risk premium.
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1 Introduction

In the last years the finance literature has produced major advances in modeling the term structure of interest rates, building on the assumption of absence of arbitrage opportunities in bond markets. While the no-arbitrage approach has produced very good results in terms of in-sample fit, see e.g. De Jong (2000) and Dai and Singleton (2000), the papers focusing on out-of-sample forecasting have documented a rather poor performance of such models. Duffee (2002) has shown that beating a random walk with a traditional no-arbitrage affine term structure model is difficult. Ang and Piazzesi (2003) show that imposing no-arbitrage restrictions and an essentially affine specification of market prices of risk improves out-of-sample forecasts from a VAR(12), but the gains with respect to a random walk forecast are small. Carriero (2007) shows that the no-arbitrage restrictions provide better results if they are imposed on the data as prior information rather than as a set of restrictions.

A drawback of the above conclusions is that they are based on informal comparisons of mean squared forecast errors computed over a particular out-of-sample period. In this paper, we develop a formal framework for investigating the usefulness of parameter restrictions in general - and no-arbitrage restrictions in particular - when a model is used for forecasting. We achieve several goals: 1) we propose a measure of the usefulness of the restrictions that is tailored to the forecaster’s decision problem; 2) the measure can be time-varying; 3) we show how to perform inference about the proposed measure. Our framework can be used to answer questions such as "are no-arbitrage useful for forecasting the term structure of interest rates?", "are the restrictions useful for bond portfolio allocation?", and "have the restrictions become more or less useful over time?", which are not readily answered using conventional model evaluation and hypothesis testing tools.

Our main idea is to cast the problem in an out-of-sample forecast combination framework, in which there is only one forecast model, but the forecaster has the option of imposing some restrictions on its parameters or to forecast with the unrestricted model. We consider a forecast combination that shrinks the unrestricted forecast towards the restricted forecast and estimate the optimal amount of shrinkage in an out-of-sample framework. We say that the restriction is "useful for forecasting" when the optimal amount of shrinkage towards the restricted model is large, and we can formally test the hypothesis that the restrictions are useless by an out-of-sample encompassing test. We then generalize the techniques to an environment where the usefulness of the restrictions is possibly time-varying, and provide a test to assess whether that is the case.

Optimality is defined with respect to a general forecast loss function, but we show how to specialize the results to either the commonly used quadratic loss or to a loss based on (minus) the utility of a bond portfolio constructed using the model. This latter example of an economically meaningful loss has not been considered before for evaluating no-arbitrage models, and we show how its use can lead to substantially different conclusions than those based on conventional statistical measures of accuracy.
We stress that the techniques are not only applicable to the comparison between an unrestricted and a restricted forecast, but they can be more generally used for measuring the usefulness of two alternative sets of restrictions imposed on the same forecasting model. For example, the random walk model that is often used as a benchmark in forecasting can also be viewed as a set of restrictions on a VAR, and one could ask whether the no-arbitrage restrictions are useful relative to the random walk restrictions. Finally, our framework can be used to compare and combine forecasts from nested models, which is similar to the problem considered by Clark and McCracken (2007) in a different asymptotic context.

From the perspective of forecast combination, our problem is non-standard because we do not combine forecasts from different models, but forecasts from the same model that are based on different estimators. This poses challenges for the econometric methodology in that the unrestricted and restricted forecasts may be perfectly correlated in large samples if the restrictions are true. We overcome this problem by considering an out-of-sample environment with non-vanishing estimation uncertainty, which is the same asymptotic framework used by Giacomini and White (2006) in the different context of predictive ability testing.

Regarding the relationship between our approach and the out-of-sample predictive ability testing literature (e.g., West, 1996, Clark and McCracken, 2001, Giacomini and White, 2006), we first note that most of the existing literature focuses on comparing the performance of different models, and cannot therefore be applied to situations in which the forecasts are based on one model but are produced using two different estimators of its parameters. Exceptions are the test proposed by Giacomini and White (2006), and its extension to unstable environments (Giacomini and Rossi (in press)), which could in principle be used to test whether the restricted and unrestricted forecasts perform equally well, and then select the most accurate forecast. The difference between these approaches and our approach is akin to the difference between a pre-test estimator and a shrinkage estimator. The added advantage of our method is therefore that it does not force the user to choose either forecast, instead providing an "intermediate" forecast that optimally exploits the information contained in the economic restrictions.

Note that our problem is also different from standard hypothesis testing, since we allow for the possibility that the restrictions are not true, but are "close to the truth", in a way that makes them useful for forecasting. Note also that our definition of usefulness is loss-specific, which tailors the evaluation problem to the forecaster’s decision problem, and may thus lead to different conclusions for different loss functions.
2 A measure of the usefulness of economic restrictions

2.1 Set-up and notation

Let \( y_t = (x_t, z_t)' \) indicate the vector of observables, which include the (scalar) variable of interest \( x_t \) and the vector of predictors \( z_t \). We assume the user has obtained two sequences of \( h \)-step ahead out-of-sample forecasts for \( x_t \), by first estimating the model without imposing the restrictions (the "unrestricted forecast") and then re-estimating the model subject to the restrictions (the "restricted forecast"). If the interest is in comparing two alternative sets of restrictions, the unrestricted forecast will be replaced by the alternative restricted forecast, but for simplicity we will continue to refer to the forecasts and "restricted" and "unrestricted".

The forecasts are obtained by a rolling window estimation scheme, which entails estimating the model using data indexed \( t - m, ..., t \) for each \( t = m, ..., T - h \) and using the estimated model at time \( t \) to produce a forecast for \( x_{t+h} \). This gives two sequences of \( n \equiv T - h - m + 1 \) forecasts

\[
\{f_{t+h}^U\}_{t=m}^{T-h} \text{ and } \{f_{t+h}^R\}_{t=m}^{T-h},
\]

denoting respectively the unrestricted and the restricted forecasts.

The asymptotic framework considers the in-sample size \( m \) fixed and lets the out-of-sample size \( n \) grow to infinity, so that all results are implicitly conditional on the choice of \( m \), which is user-defined. The computation of the time-varying measure of usefulness further requires choosing a smoothing window of size \( d \), which is a constant fraction \( \pi \) of the out-of-sample size \( n \).

The user must finally choose a forecast loss function \( L(x_{t+h}, f_{t+h}) \). Here we consider two types of loss functions, a quadratic loss and a portfolio utility loss. The quadratic loss is defined as

\[
L(x_{t+h}, f_{t+h}) = (x_{t+h} - f_{t+h})^2, \tag{1}
\]

where \( x_t \) is a scalar process, which in our application will be the yield on a zero coupon bond of maturity \( \tau \). The portfolio utility loss considers the asset allocation problem of an investor who is buying a portfolio of \( q \) assets in period \( t \) and then sells it in period \( t + 1 \). In our application such assets will be \( q \) zero coupon bonds of maturities \( \tau_1, \tau_2, ..., \tau_q \). Defining \( x_t \) as the vector of returns on each asset: \( x_t = (x_1, x_2, ..., x_q)' \), and \( w^* \) as a vector of optimal weights, the return on such a portfolio is given by \( w^* x_t \). The portfolio utility loss is similar to that considered by West, Edison and Cho (1993), and is given by

\[
L(x_{t+h}, f_{t+h}) = -w^*(f_{t+h})' x_{t+h} + \frac{\gamma}{2} w^*(f_{t+h})' \Sigma w^*(f_{t+h}), \tag{2}
\]

where \( w^*(f_{t+h}) \) are the optimal portfolio weights for a quadratic utility, and are linear functions of the forecasts (the exact expression is given in (20) below). Note that in this case \( f_{t+h} \) is a vector containing the forecasts of each element in \( x_t \). The matrix \( \Sigma \) is the variance-covariance matrix of \( x_{t+h} \), and \( \gamma \) is a user-defined parameter related to the coefficient of relative risk aversion \( \delta \) by the relationship \( \frac{\gamma}{1 - \gamma} = \delta \). Our empirical results are obtained by setting \( \delta = 1 \), so that \( \gamma = .5 \).
2.2 Methodology for a general loss function

Consider a convex combination of the restricted and unrestricted forecast, \( f_{t,h}^* = f_{t,h}^R + (1 - \lambda)(f_{t,h}^U - f_{t,h}^R) \), so that \( \lambda \) can be interpreted as the degree of "shrinkage" towards the restricted forecast. We consider convex combinations both because the results are more easily interpretable when restricting attention to a scalar measure \( \lambda \), and in order to establish an analogy with James-Stein type estimators (the only difference is that our weight is non-random, whereas in a James-Stein estimator \( \lambda \) would be substituted by the random weight \( \lambda/\left(f_{t,h}^U - f_{t,h}^R\right)^2 \)).

The optimal weight \( \lambda^* \) minimizes the expected out-of-sample loss of the combined forecast

\[
\lambda^* = \arg\min_{\lambda \in R} E \left[ \frac{1}{n} \sum_{t=m}^{T-h} L \left( x_{t+h}, f_{t,h}^R + (1 - \lambda)(f_{t,h}^U - f_{t,h}^R) \right) \right]
\]

and is estimated by

\[
\hat{\lambda} = \arg\min_{\lambda \in R} \frac{1}{n} \sum_{t=m}^{T-h} L \left( x_{t+h}, f_{t,h}^R + (1 - \lambda)(f_{t,h}^U - f_{t,h}^R) \right)
\]

The estimated optimal weight \( \hat{\lambda} \) is our measure of the usefulness of the economic restrictions for forecasting, for a given loss function \( L(\cdot) \). A small \( \hat{\lambda} \) indicates that the restrictions are not useful for forecasting, whereas a large \( \hat{\lambda} \) suggests that the economic restrictions can be usefully imposed to obtain more accurate forecasts. \( \hat{\lambda} \) in (4) can be computed for a general loss function using numerical methods, but we show how to derive simple analytical expressions for the special cases of a quadratic and portfolio loss functions in Section 4 below.

The asymptotic distribution of \( \hat{\lambda} \) is obtained by recognizing that \( \hat{\lambda} \) is an M-estimator, which minimizes the (typically well-behaved) objective function \( Q_n(\lambda) \). A similar remark was made by Elliott and Timmermann (2004), in an environment where the forecasts are based on different models and are taken as given. The fact that in our context the forecasts are based on the same model and depend on in-sample data and estimated parameters introduces some complications, which we handle using a generalization of the key insight in Giacomini and White (2006). Specifically, we show that an asymptotic theory for \( \hat{\lambda} \) can still be derived by relying on laws of large numbers, central limit theorems and functional central limit theorems for the objective function and its derivatives in spite of the fact that such functions depend in a complex nonlinear manner on the in-sample data through \( f_{t,h}^R \) and \( f_{t,h}^U \). This is because we assume that the in-sample estimation window is finite, so that the objective function and its derivatives become functions of the finite history of "short memory" (mixing) processes, and are thus themselves short memory and plausibly satisfy laws of
large numbers and central limit theorems.

We rely on the asymptotic properties of $\hat{\lambda}$ to obtain formal methods for testing the usefulness of the restrictions, both in an environment where such usefulness is constant over time (Section 2.2.1) and in an environment with possibly time-varying usefulness (Section 2.2.2).

### 2.2.1 Testing the global usefulness of parameter restrictions

We first consider an environment in which $\lambda^*$ is constant over time, and can thus be interpreted as a "global" measure of the usefulness of the restrictions.

Proposition 1 below shows how to construct formal tests for whether the unrestricted forecast is useless ($H^U_0 : \lambda^* = 1$) or whether the restricted forecast is useless ($H^R_0 : \lambda^* = 0$), which are essentially out-of-sample encompassing tests. The tests are derived under the following assumptions.

Assumption A. (1) $E[Q_n(\lambda)]$ is uniquely minimized at $\lambda^* < \infty$;
(2) $L \left( x_{t+h}, f^R_{t+h} + (1 - \lambda)(f^U_{t+h} - f^R_{t+h}) \right)$ is convex and twice continuously differentiable with respect to $\lambda$;
(3) $\{y_t\}$ is mixing with $\phi$ of size $-r/(r - 1)$ or $\alpha$ of size $-2r/(r - 2)$, $r > 2$;
(4) $E[L \left( x_{t+h}, f^R_{t+h} + (1 - \lambda)(f^U_{t+h} - f^R_{t+h}) \right) |^2] < \infty$ for all $t$ and all $\lambda$;
(5) $E[\nabla_\lambda L \left( x_{t+h}, f^R_{t+h} + (1 - \lambda^*)(f^U_{t+h} - f^R_{t+h}) \right) |^2] < \infty$ for all $t$, where $\nabla_\lambda$ indicates the first derivative with respect to $\lambda$;
(6) $\Omega = E \left[ \left( \sqrt{n}\nabla_\lambda Q_n(\lambda^*) \right)^2 \right] > 0$ for all $n$;
(7) $H = E \left[ \nabla_{\lambda\lambda} Q_n(\lambda^*) \right] > 0$ for all $n$;
(8) $\sup_{\lambda \in \Lambda} \|\nabla_{\lambda\lambda} Q_n(\lambda) - E[\nabla_{\lambda\lambda} Q_n(\lambda)]\| \rightarrow^p 0$, where $\Lambda$ indicates a neighborhood of $\lambda^*$ and $\nabla_{\lambda\lambda}$ the second derivative with respect to $\lambda$;
(9) $m < \infty$, $h < \infty$, $n \rightarrow \infty$.

Assumption A.1 is satisfied by the quadratic and the portfolio utility loss functions considered in Section 4, which are both quadratic polynomials in $\lambda$. Assumption A.2 is stronger than necessary and is only imposed for convenience and because it is satisfied by the loss functions in Section 4. Following Newey and McFadden (1994), it is straightforward to extend the results to an environment with non-convex and non-differentiable objective functions. Assumptions A.3 to A.7 are the familiar primitive conditions guaranteeing applicability of laws of large numbers and central limit theorems for the objective function and its derivatives. Note that these conditions, while ruling out the presence of unit roots, allow the data to be heterogeneous and dependent. Assumption A.7 could be violated if the forecasts were perfectly correlated in large samples. To see why, consider for simplicity the quadratic loss case, where $H = E \left[ 2 \left( f^R_{t+h} - f^U_{t+h} \right)^2 \right]$. If the restrictions were true, the forecasts would become perfectly correlated as the estimation sample grows, making $H$ converge to zero. This occurrence is however ruled out in our context by A.9, which assumes that the estimation sample is fixed, thus preventing estimation uncertainty from disappearing asymptotically. Assumption A.8
requires a uniform law of large numbers for the second derivatives of the objective function. Primitive conditions for A.8 could easily be found, but we do not specify them here because A.8 becomes considerably simpler for the loss functions considered in Section 4, since in both cases the second derivative of the objective function does not depend on \( \lambda \). For these loss functions, A.8 can be replaced with the condition that \( \nabla_{\lambda \lambda} Q_n \) has finite \( r/2 - th \) moments, which, together with A.3, guarantees that a law of large numbers can be invoked for \( \nabla_{\lambda \lambda} Q_n \). Assumption (9) shows that the asymptotic distribution is obtained by letting the out-of-sample size \( n \) grow to infinity, whereas the in-sample size \( m \) and the forecast horizon \( h \) are finite.

**Proposition 1 (Tests of global usefulness)** Suppose Assumption A holds. Let

\[
\begin{align*}
t^U &= \frac{\sqrt{n} \left( \hat{\lambda} - 1 \right)}{\hat{\sigma}}; \\
t^R &= \frac{\sqrt{n} \hat{\lambda}}{\hat{\sigma}},
\end{align*}
\]

where \( \hat{\sigma} \) is given by

\[
\begin{align*}
\hat{\sigma} &= \sqrt{\hat{H}^{-1} \Omega \hat{H}^{-1}}; \\
\hat{H} &= \nabla_{\lambda \lambda} Q_n \left( \hat{\lambda} \right); \\
\hat{\Omega} &= \sum_{j=-p_n}^{p_n-1} \left( 1 - \frac{|j|}{p_n} \right) n^{-1} \sum_{t=m+j}^{T-h} s_t \left( \hat{\lambda} \right) s_{t-j} \left( \hat{\lambda} \right); \\
s_t \left( \hat{\lambda} \right) &= \nabla_{\lambda} \partial L \left( x_{t+h}, f_{t,h}^U + (1 - \hat{\lambda})(f_{t,h}^U - f_{t,h}^R) \right),
\end{align*}
\]

where \( p_n \) is a bandwidth that increases with the sample size (Newey and West, 1987).

Then the hypotheses \( H^U \) : \( \lambda^* = 1 \) and \( H^R \) : \( \lambda^* = 0 \) are rejected at a significance level \( \alpha \) respectively when \( |t^U| > c_{\alpha/2} \) and \( |t^R| > c_{\alpha/2} \), with \( c_{\alpha/2} \) indicating the \( 1 - \alpha/2 \) quantile of a \( N(0,1) \) distribution.

The bandwidth \( p_n \) used in the construction of the test statistic must be appropriately chosen to account for the possible serial correlation in the first derivatives of the loss function. Even though this serial correlation may be present for all forecast horizons, in analogy with the predictive ability testing literature (e.g., Diebold and Mariano, 1995), we recommend setting the bandwidth to \( h - 1 \) in practical applications, a choice that may improve the finite-sample properties of the test.

### 2.2.2 Testing the usefulness of parameter restrictions in the presence of instability

A question that may be of further interest to forecasters is whether the usefulness of the restrictions varies over time. To answer this question, we extend the previous analysis to the case of time-varying forecast combination weights. These time-varying weights can be interpreted as measuring
the "local" usefulness of the restrictions, and solve the problem

$$\lambda_t^* = \arg \min_{\lambda_t \in R} E \left[ L(x_{t+h}, f_{t+h}^R + (1 - \lambda_t) (f_{t,h}^U - f_{t,h}^R)) \right], \ t = m, ..., T - h. \quad (7)$$

The solution to (7) in general cannot be estimated consistently if the expectation varies arbitrarily over time. Similarly to Giacomini and Rossi (in press), we overcome this problem by making our object of interest a "smoothed" version of $\lambda_t^*$, obtained by computing the expectations over rolling windows of size $d$ :

$$\lambda_{t,d}^* = \arg \min_{\lambda_t \in R} \sum_{j=t-d+1}^{t} E \left[ L(x_{t+h}, f_{t+h}^R + (1 - \lambda_t) (f_{t+h}^U - f_{t,h}^R)) \right], \ t = m + d - 1, ..., T - h, \quad (8)$$

which can be consistently estimated by solving the problem

$$\hat{\lambda}_{t,d} = \arg \min_{\lambda_t \in R} \sum_{j=t-d+1}^{t} [L(x_{t+h}, f_{t+h}^R + (1 - \lambda_t) (f_{t+h}^U - f_{t,h}^R))], \ t = m + d - 1, ..., T - h. \quad (9)$$

A plot of the sample path of $\{\hat{\lambda}_{t,d}\}_{t=m+d-1}^{T-h}$ can uncover possible time-variation in the usefulness of the economic restrictions. Proposition 2 below further shows how to test the hypothesis that the unrestricted forecast was consistently useless ($H_0^U : \lambda_{t,d}^* = 1$ for all $t$) or that the restricted forecast was consistently useless ($H_0^R : \lambda_{t,d}^* = 0$ for all $t$) over time. The proposition relies on the following set of assumptions.

Assumption B. Let $\tau \in [0, 1]$. Under the hypothesis that $\lambda_{t,d}^*$ is constant and equal to $\lambda^*$,

1. $\left\{ n^{-1/2} \sum_{j=m}^{m+\lfloor \tau n \rfloor} \nabla \lambda L \left( x_{j+h}, f_{j,h}^R + (1 - \lambda^*) (f_{j,h}^U - f_{j,h}^R) \right) \right\}$ obeys a Functional Central Limit Theorem with $\Omega = \lim_{n \to \infty} E \left( n^{-1/2} \sum_{j=m}^{m+\lfloor \tau n \rfloor} \nabla \lambda L \left( x_{j+h}, f_{j,h}^R + (1 - \lambda^*) (f_{j,h}^U - f_{j,h}^R) \right)^2 > 0; \right.$

2. $d/n \to \pi \in (0, \infty)$ as $d \to \infty, n \to \infty, m < \infty$ and $h < \infty$;

3. $\hat{\sigma} \to ^{p} \sigma$ and $\hat{\lambda} \to ^{p} \lambda^*$.

Primitive conditions for B.1 and B.3 analogous to those listed in Assumption A could be similarly specified here.

**Proposition 2 (Tests of time variation in usefulness)** Suppose Assumption B holds. For a significance level $\alpha$, first construct the bands:

$$\left( \hat{\lambda}_{t,d} - k_{\alpha, \pi \hat{\sigma} / \sqrt{d}}, \hat{\lambda}_{t,d} + k_{\alpha, \pi \hat{\sigma} / \sqrt{d}} \right), \ t = m + d - 1, ..., T - h, \quad (10)$$

where $k_{\alpha, \pi}$ is tabulated in Table 1 for various values of $\pi = d/n$ and $\hat{\sigma}$ is as in Proposition 1.

The null hypotheses $H_0^U : \lambda_{t,d}^* = 1$ for all $t$ and $H_0^R : \lambda_{t,d}^* = 0$ for all $t$ can be rejected if there exists at least one $t$ at which, respectively, 1 or 0 fall outside the bands.
3 A simple illustrative example

To gain intuition about the determinants of the usefulness of economic restrictions for forecasting, consider the simple situation of a linear model with $k$ regressors and iid data:

$$
    x_t = \beta' z_t + \varepsilon_t; \quad (11)
$$

$$
    z_t \sim iid(0, \sigma_z^2 I_k), \quad \varepsilon_t \sim iid(0, \sigma^2). \quad \text{(12)}
$$

The unrestricted one-step-ahead forecast is $f_{t+1}^U = \tilde{\beta}' z_{t+1}$, with $\tilde{\beta}$ the OLS estimator, whereas the restricted forecast is $f_{t+1}^R = \tilde{\beta}' z_{t+1}$, with $\tilde{\beta}$ some estimator obtained by estimating the model subject to a set of (possibly non-linear) restrictions. For example, $\tilde{\beta}$ could be obtained by imposing zero restrictions on the coefficients of some components of $z_t$ and estimating the remaining coefficients by OLS, which would correspond to the combination of forecasts from nested models considered by Clark and McCracken (2007) (who consider a different data-generating process and asymptotic environment).

The optimal weight (13) for a quadratic loss function is in this case $\lambda^* = \frac{E[(\beta - \tilde{\beta})' z_{t+1} (\beta - \tilde{\beta})' z_{t+1}]}{E[(\beta - \tilde{\beta})' z_{t+1}]^2}$, which can be shown to be equivalent to

$$
    \lambda^* = \frac{tr(Var(\tilde{\beta}) - cov(\tilde{\beta}, \tilde{\beta}))}{tr(Var(\beta - \tilde{\beta}) + (bias(\tilde{\beta}))^2)}. \quad (12)
$$

Expression (12) corresponds to the optimal shrinkage when shrinking $\tilde{\beta}$ towards $\beta$ using a mean squared error loss function, as derived by Kim and White (2000). That is, in this simple example our problem can be reframed as the problem of combining different estimators for $\beta$.

Expression (12) can be further simplified when the two estimators are independent, in which case $\lambda^* = \frac{tr(Var(\tilde{\beta}))}{tr(Var(\beta) + Var(\tilde{\beta}) + (bias(\tilde{\beta}))^2)}$, from which we see that a value of $\lambda^*$ close to 0 ($\approx$ the restrictions are not useful) can be due to the restricted estimator having large bias, suggesting that the imposed restrictions are too far from the truth to be usefully exploited. Conversely, when the variance of the unrestricted estimator is much larger than the mean squared error of the restricted estimator, $\lambda^*$ will be close to 1, indicating that the restrictions are useful for forecasting. Intermediate values of $\lambda^*$ correspond to situations in which there is a bias-variance tradeoff that can be optimally exploited to obtain a combined forecast with that is more accurate than both original forecasts.

When the estimators are correlated, as will often be the case, one can use the intuition in Hausman (1978) to understand in which circumstances the optimal weight $\lambda^*$ can equal 0 or 1. Suppose for example that both estimators are unbiased. The arguments in Hausman (1978) can then be used to show that, if the restricted estimator is efficient, then $Var(\tilde{\beta}) = Var(\tilde{\beta}) - Var(\beta)$ and
\( \text{cov}(\tilde{\beta}, \tilde{\beta}) = \text{Var} (\tilde{\beta}) \), so that expression (12) collapses to \( \lambda^* = 1 \). Similarly, when both estimators are unbiased and the unrestricted estimator is efficient, it can easily be shown that \( \lambda^* = 0 \).

Expression (12) can also provide some intuition on the possible reasons for observing time-variation in the usefulness of the economic restrictions. For simplicity, consider again the case of independent estimators and note that a reduction in \( \lambda^* \) could be due to a reduction in the variance of the unrestricted estimator (e.g., due to a reduction in the variance of the errors \( \sigma^2 \)) or to an increase in the bias of the restricted estimator, which would imply that the economic restrictions have become more misspecified over time. We stress that our method does not allow one to disentangle the possible causes of time variation in the usefulness of the economic restrictions, nor is it our objective to answer this question. Rather, the question of interest here is whether certain economic restrictions can be usefully imposed to improve forecast accuracy for a particular loss function, and whether the usefulness of the restrictions has changed over time.

4 Special cases: quadratic and portfolio utility loss

This section specializes the general methods described in Section 2.2 to the cases of a quadratic and a portfolio utility loss.

4.1 Quadratic loss

For a quadratic loss, the objective function in (3) is

\[ Q_n (\lambda) = \frac{1}{n} \sum_{t=m}^{T-h} \left( x_{t+h} - f^R_{t,h} - (1 - \lambda)(f^U_{t,h} - f^R_{t,h}) \right)^2, \]

which is minimized by

\[ \lambda^* = \frac{E \left[ \sum_{t=m}^{T-h} \left( x_{t+h} - f^U_{t,h} \right) \left( f^R_{t+h} - f^U_{t,h} \right) \right]}{E \left[ \sum_{t=m}^{T-h} \left( f^R_{t,h} - f^U_{t,h} \right)^2 \right]} . \]  

(13)

A consistent estimator of \( \lambda^* \) is

\[ \tilde{\lambda} = \frac{\sum_{t=m}^{T-h} \left( x_{t+h} - f^U_{t,h} \right) \left( f^R_{t+h} - f^U_{t,h} \right)}{\sum_{t=m}^{T-h} \left( f^R_{t,h} - f^U_{t,h} \right)^2} , \]

(14)

or, equivalently, the OLS estimator of \( \lambda \) in the regression

\[ x_{t+h} - f^U_{t+h} = \lambda (f^R_{t,h} - f^U_{t,h}) + \varepsilon_{t+h}, \ t = m, ..., T - h. \]

(15)

The estimator \( \hat{\sigma} \) that is needed for constructing the tests in Proposition 1 and Proposition 2 is
in this case given by

\[
\hat{\sigma} = \left( \frac{1}{n} \sum_{t=m}^{T-h} (f_{t,h} - f_{t,h}^{U})^2 \right)^{-1} \sqrt{\frac{p_n - 1}{n} \sum_{j=-p_n+1}^{p_n-1} (1 - |j|/p_n) \sum_{t=m+j}^{T-h} (f_{t,h} - f_{t,h}^{U}) \hat{\varepsilon}_{t+h} (f_{t-j,h} - f_{t-j,h}^{U}) \hat{\varepsilon}_{t+h-j},}
\]

where \( \hat{\varepsilon}_{t+h} \) are regression residuals from (15) and \( p_n \) is a bandwidth that increases with the sample size (Newey and West, 1987).

In the presence of possible instability, a consistent estimator of the smoothed measure of usefulness \( \lambda_{t,d}^* \) in (8) can be similarly obtained as

\[
\tilde{\lambda}_{t,d} = \frac{\sum_{j=t-d+1}^{t} (x_{j+h} - f_{j,h}^{U})(f_{j,h}^{R} - f_{j,h}^{U})}{\sum_{j=t-d+1}^{t} (f_{j,h}^{R} - f_{j,h}^{U})^2}, \quad t = m + d - 1, \ldots, T - h,
\]

or, equivalently, by estimating the OLS coefficient in the following regression over rolling samples of size \( d \):

\[
x_{j+h} - f_{j,h}^{U} = \lambda_{t,d}(f_{j,h}^{R} - f_{j,h}^{U}) + \varepsilon_{j+h};
\]

\[
j = t - d + 1, \ldots, t;
\]

\[
t = m + d - 1, \ldots, T - h.
\]

In the empirical application, the variable to forecast will be \( x_t = \gamma^{(r)}_t \), i.e. the yield of a bond of maturity \( \tau \).

4.2 Portfolio utility loss

Let \( x_t = (x_1, x_2, \ldots, x_q)' \) be a \( q \times 1 \) vector of risky assets and consider the portfolio \( w'x_t \), with weights summing to 1. In analogy with our empirical application to no-arbitrage VARs, we suppose the forecaster has a model for \( x_{t+h} \) and has the option of estimating it unrestricted or by imposing restrictions that only affect the conditional mean parameters. We further assume that the model does not specify conditional variance dynamics, so that the conditional variance of \( x_{t+h} \) at time \( t \) simply equals the unconditional variance-covariance matrix of the \( q \) assets \( \Sigma \), so that \( Var_t [x_{t+h}] = Var [x_{t+h} ] = \Sigma \).

We suppose that at each time \( t = m, \ldots, T - h \) the forecaster constructs a portfolio by choosing the weights that minimize a quadratic utility function:

\[
w^* = \arg \min_w \left\{ w' E_t [x_{t+h}] - \frac{\gamma}{2} w' \Sigma w \right\},
\]

where \( E_t [\cdot] \) denotes the conditional mean at time \( t \). The classical solution (Markowitz, 1952) to this
problem is given by

\[ w^* = a + BE_t[x_{t+h}]; \]
\[ a = \frac{\sum_{1}^{t-1} \ell^t}{\ell^t \Sigma^{-1} \ell^t}; \]
\[ B = \frac{1}{\gamma} \left( \Sigma^{-1} - \frac{\sum_{1}^{t-1} \ell^t \Sigma^{-1} \ell^t}{\ell^t \Sigma^{-1} \ell^t} \right), \]

where \( \ell \) is a \( q \times 1 \) vector of ones.

When the economic restrictions only affect the conditional mean of the assets, as is the case for the no-arbitrage restrictions that we are interested in, the forecaster can construct two different portfolios, one by forecasting the conditional mean with the unrestricted model, so that \( E_t[x_{t+h}] = f^U_{t,h} \), and one by imposing the restriction and letting \( E_t[x_{t+h}] = f^R_{t,h} \).

We can similarly consider the portfolio whose optimal weights are a function of the combination forecast, and our measure of usefulness is then obtained by minimizing the expected portfolio utility loss in (2) with respect to the forecast combination weight \( \lambda \):

\[
\lambda^* = \arg \min_{\lambda \in R} E \left\{ \left( -a - B \left( f^R_{t,h} + (1 - \lambda)(f^U_{t,h} - f^R_{t,h}) \right) \right)^t_{t+h} + \right.

\left. \frac{\gamma}{2} \left( a + B \left( f^R_{t,h} + (1 - \lambda)(f^U_{t,h} - f^R_{t,h}) \right) \right)^t \Sigma \left( a + B \left( f^R_{t,h} + (1 - \lambda)(f^U_{t,h} - f^R_{t,h}) \right) \right) \right\}. \tag{21}
\]

The closed-form solution for this problem is

\[
\lambda^* = \frac{E \left[ (f^R_{t,h} - f^U_{t,h})^t B^t \left( x_{t+h} - \gamma \Sigma \left( a + B f^U_{t,h} \right) \right) \right]}{E \left[ \gamma (f^R_{t,h} - f^U_{t,h})^t B^t \Sigma B (f^R_{t,h} - f^U_{t,h}) \right]} \tag{22}
\]

A consistent estimator of \( \lambda^* \) is

\[
\hat{\lambda} = \frac{\sum_{t=m}^{T-h} \left[ (f^R_{t,h} - f^U_{t,h}) \hat{\Sigma}_t \left( \hat{a}_t + \hat{B}_t f^U_{t,h} \right) \right]}{\sum_{t=m}^{T-h} \left[ \gamma (f^R_{t,h} - f^U_{t,h}) \hat{\Sigma}_t \hat{B}_t (f^R_{t,h} - f^U_{t,h}) \right]}, \tag{23}
\]

where \( \hat{a}_t \) and \( \hat{B}_t \) are as defined in (20) with \( \Sigma \) substituted at each time \( t \) by an estimate computed over each rolling window of data up to time \( t \):

\[
\hat{\Sigma}_t = \frac{1}{m} \sum_{j=t-m+1}^{t} (x_j - \bar{x}) (x_j - \bar{x})' \text{, with } \bar{x} = \frac{1}{m} \sum_{j=t-m+1}^{t} x_j. \tag{24}
\]

The estimator of the asymptotic variance \( \hat{\sigma} \) that is needed for constructing the test in Proposition
1 and the bands in Proposition 2 is obtained by setting

\[
\begin{align*}
    s_t (\hat{\lambda}) &= (f^R_{t,h} - f^U_{t,h})/\hat{B}_t [x_{t+h} - \gamma \hat{\Sigma}_t \left( \hat{a}_t + \hat{B}_t (f^R_{t,h} + (1 - \hat{\lambda})(f^U_{t,h} - f^R_{t,h})) \right)] \\
    \partial s_t (\hat{\lambda}) / \partial \lambda &= \gamma (f^R_{t,h} - f^U_{t,h})/\hat{B}_t \hat{\Sigma}_t \hat{B}_t (f^R_{t,h} - f^U_{t,h})
\end{align*}
\]

in equation (6).

In the presence of time variation, a consistent estimator of the smoothed measure of usefulness (8) for a portfolio utility loss can be obtained as

\[
\hat{\lambda}_{t,d} = \frac{\sum_{j=t-d+1}^{t} \left( (f^R_{j,h} - f^U_{j,h})/\hat{B}_j \left( x_{j+h} - \gamma \hat{\Sigma}_j \left( \hat{a}_j + \hat{B}_j f^U_{j,h} \right) \right) \right)}{\sum_{j=t-d+1}^{t} \left( (f^R_{j,h} - f^U_{j,h})/\hat{B}_j \hat{\Sigma}_j \hat{B}_j (f^R_{j,h} - f^U_{j,h}) \right)}, \quad t = m + d - 1, ..., T - h.
\]

In the empirical application, the variable to be forecast will be \( x_t = (r^{(\tau_1)}_t, r^{(\tau_2)}_t, ..., r^{(\tau_q)}_t)' \), i.e. a vector of returns on bonds of \( q \) different maturities.

5 Application: usefulness of the no-arbitrage restrictions for predicting the term structure of interest rates

In this section we apply our proposed framework to the problem of forecasting the yield curve using no-arbitrage restrictions. Our framework enables us to address several questions such as: "are no-arbitrage restrictions useful for forecasting the term structure of interest rates?", "are the restrictions useful for bond portfolio allocation?", "does time variation in the term premium help in forecasting?", and "have the restrictions become more or less useful over time?".

We will start with describing how the no-arbitrage restrictions can be imposed on a VAR model for the yields, and then turn to the forecasting exercise and provide the results for a quadratic and a portfolio loss function.

5.1 A benchmark no-arbitrage affine term structure model

We consider the model proposed by Ang and Piazzesi (2003), which is a discrete-time version of the affine class introduced by Duffie and Kan (1996), where bond prices are exponential affine functions of underlying state variables. The assumption of no-arbitrage (Harrison and Kreps, 1979) guarantees the existence of a risk neutral measure \( Q \) such that the price at time \( t \) of an asset \( V_t \) that does not pay any dividends at time \( t + 1 \) satisfies \( V_t = E^Q_t [\exp(-i_t)V_{t+1}] \), where the expectation is taken with respect to the measure \( Q \) and \( i_t \) is the short term rate. The assumption of no-arbitrage is equivalent to the assumption of the existence of the Radon-Nikodym derivative \( \xi_{t+1} \), which allows to convert the risk neutral measure into the data generating measure:
\[ E_t^Q[\exp(-i_t)V_{t+1}] = E_t\left[(\xi_{t+1}/\xi_t)\exp(-i_t)V_{t+1}\right]. \] Assume \( \xi_{t+1} \) follows a log-normal process:

\[ \xi_{t+1} = \xi_t \exp(-0.5\Lambda_t'\Lambda_t - \Lambda_t'\varepsilon_{t+1}). \] (27)

\( \Lambda_t \) is called the market price of risk and is an affine function of a vector of \( k \) factors \( F_t \):

\[ \Lambda_t = \Lambda_0 + \Lambda_1 F_t, \] (28)

where \( \Lambda_0 \) is a \( k \)-dimensional vector and \( \Lambda_1 \) a \( k \times k \) matrix. The short term rate is also assumed to be an affine function of \( F_t \):

\[ i_t = \delta_0 + \delta_1' F_t, \] (29)

where \( \delta_0 \) is a scalar and \( \delta_1 \) a \( k \)-dimensional vector. We assume the factors follow a zero-mean stationary vector process:

\[ F_t = \Psi F_{t-1} + \Omega \varepsilon_t, \] (30)

where \( \varepsilon_t \sim iid N(0, \Sigma_\varepsilon) \) with \( \Sigma_\varepsilon = I \) with no loss of generality. The nominal pricing kernel is defined as:

\[ m_{t+1} = \exp(-i_t)\xi_{t+1}/\xi_t = \exp(-\delta_0 - \delta_1' F_t - 0.5\Lambda_1'\Lambda_t - \Lambda_1'\varepsilon_{t+1}), \] (31)

where the second equality comes from (29) and (27). The nominal pricing kernel prices all assets in the economy, so, by letting \( p_t^{(\tau)} \) denote the time \( t \) price of a \( \tau \)-period zero coupon, we have:

\[ p_t^{(\tau+1)} = E_t(m_{t+1}p_{t+1}^{(\tau)}). \] (32)

Using the above equations, it is possible to show that bond prices are an affine function of the state variables:

\[ p_t^{(\tau)} = \exp(\bar{A}_\tau + \bar{B}_\tau' F_t), \] (33)

where \( \bar{A}_\tau \) and \( \bar{B}_\tau \) are a scalar and a \( k \)-dimensional vector obeying:

\[ \bar{A}_{\tau+1} = \bar{A}_\tau + \bar{B}_\tau'(-\Omega\Lambda_0) + 0.5\bar{B}_\tau'\Omega\bar{B}_\tau - \delta_0; \]

\[ \bar{B}_{\tau+1} = \bar{B}_\tau(\Psi - \Omega\Lambda_1) - \delta_1', \] (34)

with \( \bar{A}_1 = -\delta_0 \) and \( \bar{B}_1 = -\delta_1 \). See Ang and Piazzesi (2003) for a formal derivation. The continuously compounded yield on a \( \tau \)-period zero coupon bond is:

\[ y_t^{(\tau)} = -\ln p_t^{(\tau)}/\tau = A_\tau + B_\tau' F_t, \] (35)
with \( A_r = -\bar{A}_r/\tau \) and \( B_r = -\bar{B}_r/\tau \), so yields are also an affine function of the factors. Equations (30) and (35) define a state-space model:

\[
F_t = \Psi F_{t-1} + \Omega \varepsilon_t; \\
Y_t = A + BF_t + v_t,
\]

where \( Y_t = (y_t^{(r_1)}, y_t^{(r_2)}, ..., y_t^{(r_q)})' \) is a \( q \)-dimensional vector process collecting all the yields at maturities \( \tau_1, \tau_2, ..., \tau_q \), \( A = (A_{\tau_1}, A_{\tau_2}, ... A_{\tau_q})' \) and \( B = (B_{\tau_1}, B_{\tau_2}, ..., B_{\tau_q})' \) are functions of the structural coefficients of the model according to equation (34), and \( v_t \) is a vector of iid Gaussian measurement errors with variance \( \Sigma_v \).

Following common practice, we use three factors, which can be interpreted as the level, slope and curvature of the term structure. Given that scaling, shifting, or rotation of the factors provides observational equivalence, a normalization is required. Following Dai and Singleton (2000) we identify the factors by assuming factor mean equal to zero, a lower triangular structure for the matrix \( \Psi \), and we set \( \delta_1 = (1, 1, 0)' \). Given this identification scheme, the coefficient \( \delta_0 \) equals the unconditional mean of the instantaneous rate, which can be approximated by the sample average of the 1-month yield. As for second order coefficients, we assume \( \Omega \) and \( \Sigma_v \) to be diagonal, while we assume absence of correlation between the state and the measurement equation disturbances, i.e. \( \Sigma_{ev} = 0 \).

We collect all the parameters to be estimated in the vector:

\[
\theta = \{\Psi, \Omega, \Lambda_0, \Lambda_1, \Sigma_v\}.
\]

We estimate \( \theta \) with the EM algorithm, evaluating the likelihood at each iteration by means of the Kalman Filter. In our application we also consider a specification of the model with constant risk premium, which amounts to setting \( \Lambda_1 = 0 \) in equation (28).

### 5.2 VARs with no-arbitrage restrictions

Now consider a \( VAR(p) \) representation of the \( q \)-dimensional vector collecting all the yields at hand:

\[
Y_t = \Phi_0 + \Phi_1 Y_{t-1} + ... + \Phi_p Y_{t-p} + u_t
\]

where \( Y_t = (y_t^{(r_1)}, y_t^{(r_2)}, ..., y_t^{(r_q)})' \) and \( u_t \) is a vector of one-step-ahead forecast errors having a multivariate normal distribution with variance \( \Sigma_u \). The \( VAR \) in (38) can be interpreted as an approximation of the Moving Average (\( MA \)) representation of \( Y_t \). The approximation gets better as more dynamics are added to the system.

Importantly, as is clear from equation (36), the \( ATSM \) features an \( MA \) representation. As the \( ATSM \) depends on a vector of coefficients \( \theta \) (eq.(37)) having much fewer elements than the coefficient matrices of the \( VAR \), the validity of the \( ATSM \) imposes a set of nonlinear cross-equation
restrictions on the VAR in (38).

To impose such restrictions on the VAR we follow Del Negro and Schorfheide (2004), i.e. we first compute the moments of \( Y_t \) under the state-space in equation (36), and then impose them on the VAR in (38). To do so, rewrite the VAR in the data-matrix notation:

\[
Y = X \Phi + U, \tag{39}
\]

where \( Y \) is a \( T \times q \) data-matrix with rows \( Y_t' \), \( X \) is a \( T \times k \) (where \( k = 1 + qp \)) data-matrix with rows \( X_t = (1, Y_{t-1}', Y_{t-2}', \ldots Y_{t-p}') \), \( \Phi = (\Phi_0, \Phi_1, \ldots, \Phi_p)' \), and \( U \) is a \( T \times q \) data-matrix with rows \( u_t' \). Let \( E_\theta \) denote the expectation under the ATSM model and define the autocovariance matrices \( \Gamma_{xx}(\theta) = E_\theta(X_t X_t') \) and \( \Gamma_{xy}(\theta) = E_\theta(X_t Y_t') \), which can be computed using the state-space representation in (36) for a given \( \theta \). Then, under the ATSM, the relation between the ATSM parameters and the VAR parameters is \(^1\Phi^* = [\Gamma_{xx}(\theta)]^{-1}\Gamma_{xy}(\theta)\), where the star indicates that the ATSM restrictions hold. Defining \( \hat{\theta} \) as the maximum likelihood estimator of \( \theta \), the maximum likelihood estimator for the VAR coefficients under the ATSM is:

\[
\hat{\Phi}^* = [\Gamma_{xx}(\hat{\theta})]^{-1}\Gamma_{xy}(\hat{\theta}). \tag{40}
\]

The maximum likelihood estimator of the unrestricted VAR is simply \( \hat{\Phi} = (X'X)^{-1}X'Y \).

5.3 Forecasting exercise

For our exercise we use monthly data on zero coupon bond yields of maturities 1-, 3-, 12-, 36-, and 60-month, from January 1964 to December 2003. The data are taken from the Fama CRSP zero coupon and Treasury Bill files.

We produce 1-step ahead forecasts using the Unrestricted VAR model (we label such forecasts \( f_t^U \)), the VAR with no-arbitrage restrictions (\( f_t^{NA} \)), the VAR with no-arbitrage restrictions and constant risk premium (\( f_t^{CRP} \)), and a simple Random Walk forecast (\( f_t^{RW} \)).

For each of the models at hand the sequences of forecasts are produced over the sample 1974:1 to 2003:12 using a rolling estimation window of 10 years. The procedure thus starts with estimating all the models using the estimation window 1964:1 to 1973:12, and producing the forecasts for the vector of yields in 1974:1. Then the estimation window is moved one period ahead, to 1964:2 to 1974:1, and the new estimates are used to produce the forecasts for the vector of yields in 1974:2. The procedure goes on until the last forecast (i.e. that of 2003:12) is obtained.

We maximize the likelihood of the VAR with no-arbitrage restrictions using the Broyden, Fletcher, Goldfarb, and Shanno (BFGS) algorithm with Brent line search.\(^2\) For the VAR models, we use a

\(^1\)As stressed in the text, the approximation is not exact because the state-space representation of the ATSM generates moving average terms

\(^2\)In the first estimation window we initialize our algorithm as follows. First we compute a maximum, then we draw
specification with 3 lags which provides well-behaved residuals.\(^3\)

### 5.4 Results for a quadratic loss

We first consider the results with a quadratic loss function. In the case at hand the loss function in (1) specializes to:

\[
L(y_{t+1}^{(\tau)}, \hat{y}_{t+1}^{(\tau)}) = \left( y_{t+1}^{(\tau)} - \hat{y}_{t+1}^{(\tau)} \right)^2,
\]

where \(y_{t+1}^{(\tau)}\) is the yield to maturity of a bond of maturity \(\tau\) in period \(t + 1\) and \(\hat{y}_{t+1}^{(\tau)}\) is the 1-step ahead forecast of such variable. We provide results for bonds of five different maturities: 1-, 3-, 12-, 36-, 60- months.

We start with the results based on the global measure of usefulness. Results for the combination of the VAR with no-arbitrage restrictions and the Unrestricted VAR are displayed in Table 2. The table is composed of two panels: Panel A contains results from the combination of the forecasts from the VAR with no-arbitrage restrictions \((f_{t,h}^{NA})\) and forecasts from the Unrestricted VAR \((f_{t,h}')\), i.e. \(\hat{y}_{t+1}^{(\tau)} = f_{t,h}^{NA} + (1 - \lambda)(f_{t,h}' - f_{t,h}^{NA})\). Panel B considers the combination of the no-arbitrage VAR with the additional restriction of constant risk premium \((f_{t,h}^{CRP})\) with the Unrestricted VAR \((f_{t,h}')\) forecasts, i.e. \(\hat{y}_{t+1}^{(\tau)} = f_{t,h}^{CRP} + (1 - \lambda)(f_{t,h}' - f_{t,h}^{CRP})\). For each yield, Table 2 contains the Root Mean Squared Forecast Error (RMSFE) (i.e. the realized loss) of the two models used in the combination, the estimated optimal weight \(\hat{\lambda}\) (as defined in equation (14)), and the RMSFE of the combined forecast (based on \(\hat{\lambda}\)). Finally, the last two columns in the table report the statistics for the encompassing tests of Proposition 1.

From Panel A of Table 2, we see that the estimated optimal weights \(\hat{\lambda}\) range between 0.514 and 1.054, and in all cases the encompassing test rejects the null that the optimal weight is zero, i.e. the restricted model is useless, while it cannot reject (except for the 1-month yield) the null that the unrestricted forecast is useless. Therefore there is evidence that imposing the no-arbitrage restrictions on a VAR might help in forecasting, although the restrictions are not uniformly useful across yields, in particular they seem to work better for bonds with longer maturity. This is in line with Carriero (2007) who shows that the misspecification of the ATSM-restrictions is more pronounced at the short-end of the yield curve while it is milder for yields of longer maturities.

Panel B of Table 2 provides results for the case in which we impose on the no-arbitrage VAR the additional restriction of a constant risk premium. The estimated optimal weights are similar

---

\(^3\)The Bayesian Information Criterion selects 1 lag, but the LM test statistic reported in Johansen (1995) rejects the null of no residual autocorrelation. The specification with 3 lags is the most parsimonious one which eliminates this problem. Our results are robust to specifications with 1 to 4 lags.
for the 3-, 36-, and 60-month yields, while there is a decrease in the usefulness of the restrictions for the 12-month and especially for the 1-month yield. The results in terms of significance of the optimal weights are entirely in line with those obtained with the specification with variation in the risk premium. Therefore, most of the forecasting gains do not seem to be strongly related to the presence of time varying rather than constant risk premia in the model, except at the short end of the yield curve.

Then, we consider the combination of the no-arbitrage VAR forecasts (with and without variation in risk premia, i.e. \(f_l^{NA}\) and \(f_l^{CRP}\)) with the Random Walk forecasts (i.e. \(f_l^{RW}\)), which can be thought of as an alternative set of (at theoretical) restrictions on the baseline Unrestricted VAR model. Results for this case are displayed in Table 3, where Panel A contains results from the combination \(\hat{y}_{t+1}^{(\tau)} = f_{l,t}^{NA} + (1-\lambda)(f_{l,t}^{RW} - f_{l,t}^{NA})\) and Panel B considers the combination \(\hat{y}_{t+1}^{(\tau)} = f_{l,t}^{CRP} + (1-\lambda)(f_{l,t}^{RW} - f_{l,t}^{CRP})\).

As is clear from Table 3, most of the gains documented in Table 2 seem to be related to the failure of the Unrestricted VAR to provide a good forecast of the yield curve rather than to the merits of the no-arbitrage restricted VAR. In particular, once we combine the no-arbitrage VAR with the Random Walk, the estimated optimal weights \(\lambda\) range between -0.186 and 0.629 for the case with variation in risk premium and between 0.090 and 0.380 for the case of constant risk premium. These figures are much lower than those obtained when considering the combination of the no-arbitrage VAR with the Unrestricted VAR (see Table 2). In particular, all the weights decrease quite dramatically, and the encompassing test does not reject the null that the no-arbitrage restrictions are useless, with the only exception of the weight on the 1-month yield. Indeed, the latter is the only case in which the Random Walk produces quite poor forecasts, worse than those produced by the Unrestricted VAR.

We now turn to the results for the local measure of usefulness, which are summarized in Figure 1. The figure is composed of 20 panels displayed in 5 rows and 4 columns. The rows display results for different yields, while the columns represent different forecast combinations (respectively \(f_l^{NA}\) and \(f_l^{U}\) in the first column, \(f_l^{CRP}\) and \(f_l^{U}\) in the second column, \(f_l^{NA}\) and \(f_l^{RW}\) in the third column, and \(f_l^{CRP}\) and \(f_l^{RW}\) in the last column). Each panel contains a plot of the estimated smoothed weights, as defined in equation (17), together with the 95% bands described in Proposition 2.

Looking at the first two columns in Figure 1, it is clear that the forecasting gains from imposing the no-arbitrage restrictions onto the VAR are not constant over time. In particular, the optimal weight is not statistically different from one in the first part of the sample, but in more recent years the estimated optimal weight \(\lambda_t\) decreases and approaches zero, signalling that there are no gains in using the ATSM restrictions from around 1994 to 2003.

Moreover, by comparing the first and the second column of Figure 1, it is apparent that the effect of including a time varying rather than constant risk premium is not strong, and is mostly limited to the short end of the yield curve, which confirms the results found using the global measure (see Table 2).

Finally, by looking at the last two columns of Figure 1, it is clear that when the VAR with
no-arbitrage restriction is combined with the Random Walk, one cannot reject the null that the no-arbitrage restrictions are useless.

5.5 Results for a portfolio utility loss

The portfolio utility loss considers the asset allocation problem of an investor who is buying a portfolio of bonds in period \( t \) and then sells it in period \( t + 1 \), and therefore earning/losing the change occurring in the value of the portfolio within \( t \) and \( t + 1 \). The holding period return on a yield of maturity \( \tau \) is:

\[
    r_{t+1}^{(\tau+1)} = p_{t+1}^{(\tau)} - p_t^{(\tau+1)} = -\tau y_{t+1}^{(\tau)} + (\tau + 1) y_t^{(\tau+1)}.
\]  

Equation (42) shows that a forecast of the yield \( \hat{y}_{t+1}^{(\tau)} \) provides a forecast of the holding period return \( \hat{r}_{t+1}^{(\tau+1)} \) via a simple transformation\(^4\):

\[
    \hat{r}_{t+1}^{(\tau+1)} = -\tau \hat{y}_{t+1}^{(\tau)} + (\tau + 1) y_t^{(\tau+1)}.
\]

Collecting all the returns under consideration in the vector \( r_{t+1} = (r_{t+1}^{(\tau_1+1)}, r_{t+1}^{(\tau_2+1)}, ..., r_{t+1}^{(\tau_q+1)})' \), and setting \( x_{t+1} = r_{t+1} \) the loss function in (2) specializes to:

\[
    L(r_{t+1}, f_{t,1}) = -w^*(f_{t,1})' r_{t+1} + \frac{\gamma}{2} w^*(f_{t,1})' \Sigma w^*(f_{t,1}),
\]

where \( f_{t,1} \) is a vector of forecasts of \( r_{t+1} \) and can be derived from the forecasts of the yields by using (43).

Results for the global measure of usefulness are in Table 4. Each panel in the table corresponds to a different forecast combination: Panels A and B contain results from the combination of \( f_t^{NA} \) and \( f_t^{CRP} \) with the Unrestricted VAR forecasts \( f_t^U \), while panels C and D contain results of the combination of \( f_t^{NA} \) and \( f_t^{CRP} \) with the Random Walk forecasts \( f_t^{RW} \). In Table 4 the first two columns contain the portfolio utility loss of the two models considered in a given combination, the third column contains the portfolio utility loss for the combined forecasts computed using the estimated optimal weight \( \hat{\lambda} \), the fourth column reports the value of the estimated optimal weight \( \hat{\lambda} \) in (23), and the last two columns report the statistics for the encompassing tests of Proposition 1.

Two main results emerge from Table 4. First, by looking at the t-statistics for the encompassing tests of Proposition 1, it appears that the random walk restrictions no longer dominate the no-arbitrage restrictions when considering a portfolio utility loss. Second, by focusing on the losses occurring when the forecasts are produced with the no-arbitrage restricted VAR, it appears that

\(^4\)It also follows that the forecast error made in forecasting the holding period return is proportional to that made in forecasting the yield of a given bond: \( \hat{r}_{t+1}^{(\tau+1)} - r_{t+1}^{(\tau+1)} = -\tau (\hat{y}_{t+1}^{(\tau)} - \tau y_t^{(\tau)}) \). This also implies that using the holding period return rather than the yields in the \textit{quadratic} loss function would not change the optimal weight \( \hat{\lambda} \) in that case.
such losses are much higher in the case of constant risk premium \( f^{CRP}_t \) than in the case of time varying risk premium \( f^{NA}_t \).

We now turn on the results for the local measure of usefulness, which are summarized in Figure 2. The figure is composed of four panels, each corresponding to a different forecast combination. Each panel contains a plot of the estimated smoothed weight, as defined in equation (26), together with the 95% bands described in Proposition 2.

Similarly to the case of a quadratic loss, we observe a clear pattern of decreasing usefulness of the no-arbitrage restrictions over time.

Another interesting result, which is in stark contrast with the quadratic loss case, is that assuming a constant risk premium clearly worsens the performance of the no-arbitrage forecasts. As is clear from the Figure, the weights are uniformly lower in panels B and D with respect to panels A and C. Moreover, as is clear in panels B and D, in the second part of the sample it is not possible to reject the null that the no-arbitrage VAR with constant risk premium is useless. This suggests that the incorporation of a time-varying risk premium in the no-arbitrage restrictions may not be important from a statistical point of view, but it is essential when evaluating the forecasts in term of their usefulness for constructing bond porfolios.

The results displayed in Figure 2 also confirm the fact that, differently from the quadratic loss case, the random walk restrictions no longer dominate the no-arbitrage restrictions when considering a portfolio utility loss. Even though the usefulness of the no-arbitrage restrictions relative to a random walk has decreased over time, both restrictions appear to be useful, and the optimal forecast combination exploits information for both restrictions.

6 Conclusions

In this paper we have developed a general framework for analyzing the usefulness of imposing parameter restrictions on a forecasting model. We have proposed a measure of usefulness based on the weight that a set of restrictions receives within an optimal forecast combination. Importantly, the proposed measure can vary over time and depends on the forecaster’s loss function. We have shown how to estimate the measure of usefulness out-of-sample and perform inference about it, both in a stable framework and in a framework with possible instability.

We have applied our methodology to the problem of analyzing the usefulness of no-arbitrage restrictions for forecasting the term structure of interest rates. Our results reveal that: 1) the restrictions have become less useful over time; 2) using a statistical measure of accuracy, the restrictions are a useful way to reduce parameter estimation uncertainty, but are dominated by restrictions that do the same without using any theory; 3) using an economic measure of accuracy, the no-arbitrage restrictions are no longer dominated by atheoretical restrictions, but for this to be true it is important that they incorporate a time-varying risk premium.
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Proofs

Proof of Proposition 1. We first show that, under Assumption A, \( \hat{\lambda} \) is asymptotically normal, so that \( \sigma^{-1} \sqrt{d} (\hat{\lambda} - \lambda^*) \rightharpoonup_d N(0, 1) \), where \( \sigma^2 = H^{-1} \Omega H^{-1} \). The results in the Proposition then follow from showing consistency of \( \hat{\sigma}^2 \) for \( \sigma^2 \). Asymptotic normality of \( \hat{\lambda} \) is obtained by verifying the assumptions of Theorem 3.1 of Newey and McFadden (1994), since \( \hat{\lambda} \) can be viewed as an extremum estimator obtained by maximizing the objective function \(-Q_n(\lambda)\) over \( \mathbb{R} \). First, we show that assumptions (i)-(iii) of Theorem 2.7 of Newey and McFadden (1994) are satisfied, so that \( \hat{\lambda} \rightharpoonup_p \lambda^* \). Assumption (i) of Theorem 2.7 is equivalent to A.1. Assumption (ii) of Theorem 2.7 requires concavity of \(-Q_n(\lambda)\), which is implied by A.2. Assumption (iii) requires that \( Q_n(\lambda) - E[Q_n(\lambda)] \rightharpoonup_p 0 \) for all \( \lambda \). Since any measurable function of the finite history of \( y_t \) is mixing of the same size as \( y_t \), \( f_{t,h}^U \) and \( f_{t,h}^R \) are mixing of the same size as \( y_t \), because they are functions of a window of in-sample data \( m \) that is finite by A.9. This implies that \( L(x_{t+h}, f_{t,h}^R + (1 - \lambda)(f_{t,h}^U - f_{t,h}^R)) \) is also mixing with \( \phi \) of size \(-r/(2r - 1)\) or \( \alpha \) of size \(-r/(r - 1)\), which, together with A.4, implies that the conditions of Corollary 3.48 of White (1984) are satisfied and thus \( Q_n(\lambda) - E[Q_n(\lambda)] \rightharpoonup 0 \) for all \( \lambda \).

We next verify conditions (i)-(v) of Theorem 3.1 of Newey and McFadden (1994). Conditions (i) and (ii) are implied by A.1 and A.2. Condition (iii) requires that \( \Omega^{-1/2} \sqrt{n} \nabla Q_n(\lambda^*) \rightharpoonup_d N(0, 1) \). \( \Omega \) is finite by A.5 and it is positive by A.6. By arguments similar to those used above, one can show that A.3 implies that \( Z_t \equiv \Omega^{-1/2} \nabla Q_n \left( x_{t+h}, f_{t,h}^R + (1 - \lambda^*)(f_{t,h}^U - f_{t,h}^R) \right) \) is mixing with \( \phi \) of size \(-r/(2r - 2)\) or \( \alpha \) of size \(-r/(r - 2)\). This, together with A.5, implies that the sequence \( \{Z_t\} \) satisfies the conditions of Corollary 3.1 of Wooldridge and White’s (1988), and thus condition (iii) is satisfied. Conditions (iv) and (v) of Newey and McFadden (1994) coincide with A.7 and A.8. Finally, A.3, A.5 and A.9 imply that the conditions of Theorem 6.20 of White (2001) are satisfied and thus \( \Omega \) is a consistent estimator of \( \Omega \). This, in turn, implies that the conditions of Theorem 4.1 of Newey and McFadden (1994) are satisfied and thus \( \hat{\sigma}^2 \rightharpoonup_p \sigma^2 \), which completes the proof.

Proof of Proposition 2. Let \( L_{t+h}(\lambda^*) = L(x_{t+h}, f_{t,h}^R + (1 - \lambda^*)(f_{t,h}^U - f_{t,h}^R)) \) and, for ease of notation, henceforth drop the subscript \( d \) from \( \hat{\lambda}_{t,d} \). For \( t = m + d - 1, ..., T - h \) we have

\[
\hat{\sigma}^{-1} \sqrt{d} (\hat{\lambda}_t - \lambda^*) = \hat{H}^{-1}(\bar{\lambda}) \hat{\sigma}^{-1} d^{-1/2} \sum_{j=t-d+1}^t \nabla \lambda L_{j+h}(\lambda^*)
\]

\[
= \left( \frac{d}{n} \right)^{-1/2} \hat{H}^{-1}(\bar{\lambda}) \hat{\sigma}^{-1} \Omega^{1/2} \left( \Omega^{-1/2} n^{-1/2} \sum_{j=m}^t \nabla \lambda L_{j+h}(\lambda^*) \right. \\
- \left. \Omega^{-1/2} n^{-1/2} \sum_{j=m}^{t-d} \nabla \lambda L_{j+h}(\lambda^*) \right)
\]

where \( \bar{\lambda} \) lies between \( \hat{\lambda}_t \) and \( \lambda^* \). By B.1, we have

\[
\Omega^{-1/2} n^{-1/2} \left( \sum_{j=m}^t \nabla \lambda L_{j+h}(\lambda^*) - \sum_{j=m}^{t-d} \nabla \lambda L_{j+h}(\lambda^*) \right) \implies [B(\tau) - B(\tau - \pi)],
\]

where \( B \) is a standard univariate Brownian motion. By B.2, \( (d/n)^{-1/2} \rightarrow \pi^{-1/2} \). By B.3, \( \hat{H}^{-1}(\bar{\lambda}) \hat{\sigma}^{-1} \Omega^{1/2} \rightarrow_p \sigma^{-1} \Omega^{1/2} \), and thus \( \hat{\sigma}^{-1} \sqrt{d} (\hat{\lambda}_t - \lambda^*) \implies [B(\tau) - B(\tau - \pi)] / \sqrt{\pi} \) under the null hypothesis. Let \( k_{\alpha,\pi} \) solve \( \Pr \{ \sup_{\tau} |[B(\tau) - B(\tau - \pi)] / \sqrt{\pi} > k_{\alpha,\pi} \} = \alpha \). Then, under either \( H_0^U \) or \( H_0^R \), \( (1 - \alpha)\% \) of the time \( \lambda^* \) is contained within the bands \((\hat{\lambda}_t - k_{\alpha,\pi} \hat{\sigma}^{-1} d^{-1/2}, \hat{\lambda}_t + k_{\alpha,\pi} \hat{\sigma}^{-1} d^{-1/2})\) for all \( t = m + d - 1, ..., T - h \). The values of \( k_{\alpha,\pi} \) in Table 1 are obtained by Monte Carlo simulation.
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Table 1. Critical values $k_{a,\pi}$ for the confidence bands in Proposition 2

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>3.393</td>
<td>3.179</td>
<td>3.012</td>
<td>2.890</td>
<td>2.779</td>
<td>2.634</td>
<td>2.560</td>
<td>2.433</td>
<td>2.248</td>
</tr>
<tr>
<td>0.10</td>
<td>3.170</td>
<td>2.948</td>
<td>2.766</td>
<td>2.626</td>
<td>2.500</td>
<td>2.356</td>
<td>2.252</td>
<td>2.130</td>
<td>1.950</td>
</tr>
</tbody>
</table>

Table 2. Quadratic Loss: no-arbitrage VAR and Unrestricted VAR

Panel A. No-arbitrage VAR and Unrestricted VAR

<table>
<thead>
<tr>
<th>Yields</th>
<th>RMSFE$(f_t^U)$</th>
<th>RMSFE$(f_t^{NA})$</th>
<th>RMSFE$(f_t^*)$</th>
<th>$\hat{\lambda}$</th>
<th>$t^U$</th>
<th>$t^{NA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-month</td>
<td>0.808</td>
<td>0.804</td>
<td>0.769</td>
<td>0.514</td>
<td>-4.040*</td>
<td>4.276*</td>
</tr>
<tr>
<td>3-month</td>
<td>0.709</td>
<td>0.663</td>
<td>0.656</td>
<td>0.736</td>
<td>-1.470</td>
<td>4.103*</td>
</tr>
<tr>
<td>12-month</td>
<td>0.682</td>
<td>0.600</td>
<td>0.600</td>
<td>1.054</td>
<td>-0.301</td>
<td>5.901*</td>
</tr>
<tr>
<td>36-month</td>
<td>0.526</td>
<td>0.483</td>
<td>0.482</td>
<td>0.875</td>
<td>-0.733</td>
<td>5.129*</td>
</tr>
<tr>
<td>60-month</td>
<td>0.460</td>
<td>0.429</td>
<td>0.428</td>
<td>0.840</td>
<td>-1.018</td>
<td>5.338*</td>
</tr>
</tbody>
</table>

Panel B. No-arbitrage VAR with constant risk premium (CRP) and Unrestricted VAR

<table>
<thead>
<tr>
<th>Yields</th>
<th>RMSFE$(f_t^U)$</th>
<th>RMSFE$(f_t^{CRP})$</th>
<th>RMSFE$(f_t^*)$</th>
<th>$\hat{\lambda}$</th>
<th>$t^U$</th>
<th>$t^{CRP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-month</td>
<td>0.808</td>
<td>0.921</td>
<td>0.786</td>
<td>0.280</td>
<td>-7.948*</td>
<td>3.099*</td>
</tr>
<tr>
<td>3-month</td>
<td>0.709</td>
<td>0.665</td>
<td>0.656</td>
<td>0.709</td>
<td>-1.816</td>
<td>4.428*</td>
</tr>
<tr>
<td>12-month</td>
<td>0.682</td>
<td>0.617</td>
<td>0.611</td>
<td>0.777</td>
<td>-1.290</td>
<td>4.510*</td>
</tr>
<tr>
<td>36-month</td>
<td>0.526</td>
<td>0.478</td>
<td>0.477</td>
<td>0.889</td>
<td>-0.686</td>
<td>5.502*</td>
</tr>
<tr>
<td>60-month</td>
<td>0.460</td>
<td>0.432</td>
<td>0.428</td>
<td>0.740</td>
<td>-1.912</td>
<td>5.448*</td>
</tr>
</tbody>
</table>

Panel A contains results from the combination of the forecasts made by the VAR with no-arbitrage restrictions ($f_t^{NA}$) with those of the Unrestricted VAR ($f_t^U$). Panel B considers the combination of the forecasts made by the VAR with no-arbitrage restrictions and constant risk premium ($f_t^{CRP}$) with those of the Unrestricted VAR ($f_t^U$). Results are reported for each of the yields at hand. The first two columns contain the Root Mean Squared Forecast Error (RMSFE) (i.e. the realized loss) of the two models considered. The third column contains the RMSFE for the combined forecasts $f_t^*$ computed using the estimated optimal weight $\hat{\lambda}$. The fourth column reports the value of the estimated optimal weight $\hat{\lambda}$ (as defined in equation (14)). Finally, the last two columns in the table report the statistics for the encompassing tests of Proposition 1, where the unrestricted forecast is $f_t^U$ and the restricted forecast is $f_t^R = f_t^{NA}$ (Panel A) or $f_t^R = f_t^{CRP}$ (Panel B). The statistic $t^U = \sqrt{n}(\hat{\lambda} - 1)/\hat{\sigma}$ is used to test the null that the unrestricted forecast is useless ($H_0^U: \lambda^* = 1$). The statistics $t^R = \sqrt{n}\hat{\lambda}/\hat{\sigma}$ is used to test the null that the restricted forecast is useless ($H_0^R: \lambda^* = 0$).
Table 3. Quadratic Loss : no-arbitrage VAR and Random Walk

<table>
<thead>
<tr>
<th>Panel A. No-arbitrage VAR and Random Walk</th>
<th>Yields</th>
<th>$RMSE(f_{t}^{RW})$</th>
<th>$RMSE(f_{t}^{NA})$</th>
<th>$RMSE(f_{t}^{*})$</th>
<th>$\lambda$</th>
<th>$t_{RW}^{*}$</th>
<th>$t_{NA}^{*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-month</td>
<td>0.837</td>
<td>0.804</td>
<td>0.787</td>
<td>0.629</td>
<td>-2.458</td>
<td>4.162*</td>
<td></td>
</tr>
<tr>
<td>3-month</td>
<td>0.607</td>
<td>0.663</td>
<td>0.606</td>
<td>-0.186</td>
<td>-5.654</td>
<td>-0.890</td>
<td></td>
</tr>
<tr>
<td>12-month</td>
<td>0.596</td>
<td>0.600</td>
<td>0.595</td>
<td>0.188</td>
<td>-2.186</td>
<td>0.508</td>
<td></td>
</tr>
<tr>
<td>36-month</td>
<td>0.473</td>
<td>0.483</td>
<td>0.473</td>
<td>0.128</td>
<td>-3.577</td>
<td>0.525</td>
<td></td>
</tr>
<tr>
<td>60-month</td>
<td>0.424</td>
<td>0.429</td>
<td>0.424</td>
<td>0.249</td>
<td>-2.418</td>
<td>0.802</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Portfolio Utility Loss

<table>
<thead>
<tr>
<th>Panel A. No-arbitrage VAR and Unrestricted VAR</th>
<th>$UL(f_{t}^{U})$</th>
<th>$UL(f_{t}^{NA})$</th>
<th>$UL(f_{t}^{*})$</th>
<th>$\lambda$</th>
<th>$t_{U}$</th>
<th>$t_{NA}^{*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.360</td>
<td>-1.271</td>
<td>-1.585</td>
<td>0.458</td>
<td>-6.96</td>
<td>5.89</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B. No-arbitrage VAR (CRP) and Unrestricted VAR</th>
<th>$UL(f_{t}^{U})$</th>
<th>$UL(f_{t}^{CRP})$</th>
<th>$UL(f_{t}^{*})$</th>
<th>$\lambda$</th>
<th>$t_{U}$</th>
<th>$t_{CRP}^{*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.360</td>
<td>0.168</td>
<td>-1.494</td>
<td>0.221</td>
<td>-16.34</td>
<td>4.63</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C. No-arbitrage VAR and Random Walk</th>
<th>$UL(f_{t}^{RW})$</th>
<th>$UL(f_{t}^{NA})$</th>
<th>$UL(f_{t}^{*})$</th>
<th>$\lambda$</th>
<th>$t_{RW}^{*}$</th>
<th>$t_{NA}^{*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.481</td>
<td>-1.271</td>
<td>-1.793</td>
<td>0.436</td>
<td>-10.35</td>
<td>8.00</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D. No-arbitrage VAR (CRP) and Random Walk</th>
<th>$UL(f_{t}^{RW})$</th>
<th>$UL(f_{t}^{CRP})$</th>
<th>$UL(f_{t}^{*})$</th>
<th>$\lambda$</th>
<th>$t_{RW}^{*}$</th>
<th>$t_{CRP}^{*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.481</td>
<td>0.168</td>
<td>-1.709</td>
<td>0.258</td>
<td>-20.09</td>
<td>7.00</td>
<td></td>
</tr>
</tbody>
</table>

Panels A and B contain results from the combination of the forecasts made by the VAR with no-arbitrage restrictions ($f_{t}^{NA}$) with those of the Random Walk ($f_{t}^{RW}$). Panel C considers the combination of the forecasts made by the VAR with no-arbitrage restrictions and constant risk premium ($f_{t}^{CRP}$) with those of the Random Walk ($f_{t}^{RW}$). Results are reported for each of the yields at hand. The first two columns contain the Root Mean Squared Forecast Error (RMSE) (i.e. the realized loss) of the two models considered. The third column contains the RMSE for the combined forecasts $f_{t}^{*}$ computed using the estimated optimal weight $\lambda$. The fourth column reports the value of the estimated optimal weight $\lambda$ (as defined in equation (14)). Finally, the last two columns in the table report the statistics for the encompassing tests of Proposition 1, where $f_{t}^{U} = f_{t}^{RW}$ and $f_{t}^{R} = f_{t}^{NA}$ (Panel A) or $f_{t}^{R} = f_{t}^{CRP}$ (Panel B). The statistic $t_{U} = \sqrt{n(\lambda - 1)/\sigma}$ is used to test the null that the unrestricted forecast is useless ($H_{0}^{U} : \lambda^{*} = 1$). The statistic $t_{CRP} = \sqrt{n\lambda^{*}/\sigma}$ is used to test the null that the restricted forecast is useless ($H_{0}^{R} : \lambda^{*} = 0$).

Panels C and D contain results of the combination of $f_{t}^{NA}$ and $f_{t}^{CRP}$ with the Unrestricted VAR forecasts $f_{t}^{U}$. The first two columns contain the Portfolio Utility Loss of the two models considered in a given combination. The third column contains the Portfolio Utility Loss for the combined forecasts $f_{t}^{*}$ computed using the estimated optimal weight $\lambda$. The fourth column reports the value of the estimated optimal weight $\lambda$ (as defined in equation (23)). Finally, the last two columns in the table report the statistics for the encompassing tests of Proposition 1.
Figure 1: Results for Quadratic Loss. The blue solid line is the estimated optimal weight $\hat{\lambda}_{t}$ in equation (17). The red dashed lines are the 95% bands in equation (10).
Figure 2: Results for Portfolio Utility Loss. The blue solid line is the estimated optimal weight $\hat{\lambda}_t$ in equation (26). The red dashed lines are the 95% bands in equation (10).